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Achieved Overmatch
A Potential Future for AI  
in the Army
Maj. Thomas Haydock, U.S. Army
It’s very clear that AI is going to impact every industry. I 
think that every nation needs to make sure that AI is a part 
of their national strategy. Every country will be impacted.

—Jensen Huang, Nvidia CEO

Eastern Europe, 2045
Observing an artificial intelligence (AI)-enhanced 

wet-gap crossing (WGX) was like watching a colony of 
bees at work. The V Corps’ masterAI system effortlessly 

controlled everything from the initial reconnaissance, the 
planning, 3D printing the bridging segments and driving 
them to the water, and even linking the segments into a 
complete bridge. The AI even controlled the vehicle move-
ment across the modular bridge. Because of the sensors 
that continuously measured the current, torsion between 
bridge sections, weight of each vehicle, and other factors, 
crossing was amazingly rapid. The abundance of sensor 
data meant the AI could comfortably cross many vehicles 
at once, all at higher speeds. But the masterAI did far 

A portrait of a futuristic soldier showcases a blend of human strength and technological prowess. (AI image from Adobe Stock)
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more, from planning to preparation, through execution 
and assessment.

In planning, it created the nucleus of the plan for the 
staff, generated and then answered information requirements 
and synchronized the plans vertically and horizontally 
across echelons. In seconds, it performed the work of a hun-
dred human minds by analyzing the terrain and weather, 
including accessing information from historical records and 
live imagery. It rapidly created courses of action (COA) that 
accounted for the enemy’s doctrine and recent observations, 
capabilities, composition, and disposition. As instructed, it 
integrated deception into each COA, arranging large and 
small actions to build an image of a very different reality. 

With COAs built, the AI segregated the friendly plan 
into one persona and war-gamed the COAs against a sep-
arate persona that played the enemy. Through hundreds of 
war-game iterations, which combined took only seconds, the 
masterAI improved the three requested COAs and lowered 
risk. Further, it seamlessly integrated the often-neglected as-
pects of traffic control, nonlethal fires, command post jumps, 
and more, all while building the right signals and noise for 
the deception plan. The generation of all these staff planning 
products, which combined military decision-making process 
steps 2 to 5, took the commander and operations officer 
about seven minutes and a few prompts to the AI.1

The masterAI’s output included the collection plan for 
tasking human and autonomous systems to answer infor-
mation requirements. With a few minutes of human review, 
that collection plan was approved, and the crossing plan 
was ready for continued refinement as new information was 
fed into the COAs and their war games. 

Within five hours, the minimum information required 
for decision-making was available. The commander and 
staff donned their virtual reality goggles as the masterAI 
presented each COA in an immersive movie-like format. 
Interacting with each other and the AI in the simulated 
world, the plan was adjusted and approved. V Corps’ 
masterAI seamlessly coordinated with similar AI enter-
prises from sister services, subordinate divisions, and allies/
partners. Within twenty-four hours, the orders process was 
complete across all echelons, and plans were synchronized 
and rehearsed vertically and horizontally across echelons. 
Rehearsals mimicked the COA briefs, with formations 
rehearsing on the virtual version of the actual terrain. 

AI had a similarly transformative impact on execu-
tion. For the actual crossing, the masterAI synchronized 
efforts, reduced inefficiency, and directed autonomous 

systems. Following the plan it helped develop and dissem-
inate, it positioned maneuver, protection, sustainment, 
and more. For example, with human help, the industrial 
3D printers in the rear printed the autonomous bridging 
sections that drove themselves onto trailers for trucking to 
the crossing site. Once delivered, the sections drove off the 
trucks, swam into the water, and linked themselves, with 
humans verifying connections. 

All around, a cornucopia of manned and unmanned, 
autonomous and remote controlled, and expendable and 
treasured systems combined as individual tiles into a mo-
saic. In the mosaic, 3D-printed modular systems scanned 
the electromagnetic spectrum (EMS) for enemy usage and 
dynamically adjusted jamming, overwatched the crossing or 
looked further out, or retransmitted friendly communica-
tions. In the river, modular swimming drones, scaled-down 
versions of the bridging type, monitored current, looked for 
mines, and waited for enemy boats or swimmers. On the 
ground, soldiers marked positions for autonomous exca-
vators to converge on and swiftly produce vehicle fighting 
positions. A few kilometers down and a few hours before, a 
brigade, augmented by all-terrain vehicles with 3D-printed 
slip-on covers to mimic supply trucks and mortar carriers, 
performed a demonstration that mimicked a division. The 
demonstration was complete with human-impersonating 
AI chatbots running a dynamic conversation on the EMS 
to add realism. The mas-
terAI harmonized efforts 
and delegated as much as it 
could to lower-level plat-
form AI when it could, still 
embracing the philosophy 
of mission command. From 
overhead to below surface, 
each warfighting function 
(WfF) was enhanced for the 
better, producing overmatch 
for the U.S. Army. 

The masterAI’s effect on 
protection was particularly 
remarkable. By integrating 
a plethora of cameras and 
other sensors around the 
crossing and empowering 
them with machine vision, 
defensive weapons truly 
became a layered protection 
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system. Machine guns, microwave emitters, defensive drones, 
acoustic weapons, lasers, missile launchers, and decoys 
were seamlessly integrated. Simultaneously, various sensors 
recorded every engagement, allowing the masterAI to furi-
ously determine enemy locations and strength. Using that 
information, the masterAI recommended options and sup-
porting taskings to decision-makers to deal with problems. 

AI similarly transformed the final step in the operations 
process, assessment. Assessment was transformed by the com-
bination of machine analysis, near instantaneous conversion 
of observations into lessons, and easing of human friction. 
For instance, recording engagements allowed the masterAI to 
better analyze each success and failure of protection. When 
bridging sections had issues properly connecting due to bad 
3D printing, the problem was noted and a remedy instantly 
implemented. Human friction, including not sharing lessons 
with adjacent units, became a relic of previous generations, as 
each echelon’s AI ceaselessly interacted vertically and horizon-
tally. The entire operations process, from planning to prepa-
ration, execution, and assessment, was still conceptually the 
same but now heightened by machine speed. 

AI systems like masterAI were revolutionary, but each 
step of the revolution was itself a small evolution rather 
than a giant break with the past. It was the aggregate of 
years of development, the proliferation of sensors, and the 
integration of AI with other systems like 3D printing that 
was revolutionary compared to the generation prior. 

How to Think About AI 
The U.S. Army Futures Command is currently 

producing the forthcoming Army warfighting concept, 
continuous transformation (CT). As so far laid out by 
Gen. James Rainey in a Military Review article, CT 
looks across three time horizons (see figure 1).2 This 
article explores how we in the U.S. Army can use AI 
to gain battlefield advantages across all three horizons. 
Specifically, we will examine how harnessing current 
trends in the first two horizons can build evolutionary 
advantages, generating overmatch against all adversar-
ies in the third horizon. An overmatch representing a 
revolution compared to militaries that have not har-
nessed AI. In that light, the vignette above is a preview 
of our concept-driven future: an AI-boosted U.S. Army 
that acts faster, makes superior decisions, is more lethal, 
and better protects the force than every adversary. This 
article also discusses expected challenges, potential 
mitigations, and why the Army needs to integrate this 
approach as part of a national strategy for AI superiori-
ty in national defense. 

Transformation in Contact
Transformation in contact (TiC) looks forward 

two years to enable “solving problems and seizing 
opportunities today.”3 With that short horizon, TiC 
revolves around using capabilities that are already 
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Figure 1. Continuous Transformation,  
the Army’s Forthcoming Warfighting Concept 

(Figure by Army Futures Command)
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or imminently available. The tension for TiC is how 
AI can create advantages in the existing force while 
incorporating evolutionary change to build up rev-
olutionary overmatch in the later concept-driven 
transformation (CDT) horizon. Resolving that tension 
requires understanding the current and impending 
state of AI. 

Currently, AI is highly narrow (known as artificial 
narrow intelligence, or ANI), with available products 
offering very-limited-use cases. Anyone that has used 
large language model (LLM) chatbots like ChatGPT 
knows they excel at understanding text. Indeed, they 
provide great responses to prompts like, “Tell me about 
the use of operational art in the American Revolution,” 
or “Summarize this attached article.” Experiences vary 
between products and how the prompt is worded, 
but the responses can typically illustrate a very good 
understanding of nuance (which operational art has 
much of), facts, and more. Other well-known forms of 
AI include self-driving vehicles like Alphabet’s Waymo 
and facial recognition systems. But those applications 
are very narrow, performing a particular task quite 
well, at machine speed: text-based interaction, driving, 
or identifying criminals in our examples. 

Humans, then, are a form of general intelligence 
because we can do all these tasks, apply lessons between 
different types of tasks, and at least make reasonable 
attempts at things we have not been trained to do (see 
figure 2).4 In short, while we are slower, we know how 
to adapt for things we have not specifically trained for, 
like unusual traffic situations. Given this state of nar-
row AIs, what then does evolutionary advantage in the 
TiC horizon look like? 

It looks like a variety of artificial narrow intelligence 
systems performing limited functions that humans are 
capable of but at machine speed to generate advantages. 
Figure 3 illustrates examples of evolutionary change that 
AI can bring to the Army. Two areas particularly ripe 
for AI advantages are active protection systems (APS) 
for vehicles (included in figure 3), and orders produc-
tion (not included in figure 3), which primarily align 
with the protection and command-and-control WfFs.5

APS can build on concepts already in place in 
hundreds of thousands of self-driving vehicles. Those 
vehicles take inputs from sensors like cameras, radar, 
sonar, and Global Position System signals and feed it 
into a dedicated AI inside the platform (see figure 4). 
That platform AI makes decisions about how to react 

Artificial General Intelligence 
(AGI)

Human-like 
abilities

Machine 
learning and 

speed

Artificial Narrow Intelligence 
(ANI)

• Trained on specific tasks
• Little-to-no reasoning ability
• Attempts to apply lessons between 

tasks often fail due to limited reasoning 
ability

• Able to perform a variety of tasks, like 
humans, but at machine speed

• Has human-like reasoning ability
• Can apply lessons between tasks and 

use reasoning to evaluate its work

Unification
• The combination of multiple ANI functions
• Instead of designing specialised AI systems for narrowly defined 

tasks (like chatbots for conversation or algorithms for image 
recognition), the goal is to integrate these systems into a unified 
framework capable of functioning cohesively.

Figure 2. The Spectrum of AI 
(Figure by author; AI image generated with Google Gemini)
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Figure 3. AI’s Potential Across Warfighting Functions  
During Transformation in Contact

(Figure by author)

APS

Protection Command and Control Fires

Example: Active protection systems (APS) that learn Example: AI-aided weaponeeringExample: Automated reporting

How
Active protection systems 
are designed to defeat 
threats like antitank guided 
missiles. Enterprise level-AI 
can be trained on the 
growing myriad of drone 
and other threats and learn 
how to defeat them, then 
pass lessons to less-robust 
platform AI that manage 
individual APS. Each 
engagement recorded by 
platforms and sent to the 
enterprise in turn enhances 
the APS in a learning cycle.

Implication
Continually learning APS 
that can help restore 
freedom of movement and 
maneuver to infantry, 
armor, reconnaissance, 
engineer, and other close 
combat forces; this problem 
is clearly acute in the 
Russia-Ukraine War. 
APS can also be trained to 
recognize and not engage 
friendly systems, enabling 
things like friendly 
defensive drone swarms.

How
AI handles routine reports 
like personnel status, 
communication checks, etc. 

Transmissions do not suffer 
from human issues of poor 
radio etiquette, 
mispronunciation, etc.

Implication
Fewer and shorter 
emissions through AI chat 
bots communicating with 
each other with 100% 
accuracy in burst 
transmissions.

How
Observers send images of 
targets to fires cells, and 
the fires AI system 
analyzes the pictures to 
count the enemy platforms 
(by type), dismounts, 
bunkers, etc., and 
determine fires platform, 
type and quantity of round 
or effect, etc., while 
accounting for ammo 
stockages and target 
priorities. 

Implication
Superior weaponeering and 
effects. Errors in observer 
reporting eliminated, and 
fires cell understanding 
enhanced. Accuracy 
increased and munitions 
usage decreased.

Fire cells
AI-aided weaponeering

Fires cell AI system
1. Analyzes imagery: 
type, quantity, activity 
of targets
2. Compares to 
available ammo (by 
type), approved target 
lists and attack 
guidance, available 
platforms
3. Recommends 
action to human 
decision-maker (or 
sends fire mission if 
humans have already 
delegated 
decision-making)

COP: Common operational picture
HF: High frequency
UHF, VHF: Ultra or very HF
TI: Tactical internet (digital data)

AI access to 
databases 
and COP

Burst 
transmission 
between AI 
chat bots

HF
VHF
UHF

Upper TI

Humans have 
preapproved 
message list

Populates 
messages 
for human 
approval

or

Subordinate units
Adjacent units

Higher headquarters or 
allies/partners/
interagency

Enterprise-AI 
trained on threats

Defeat techniques 
passed to platform 
APS AI systems

Platform AI systems 
report new engagements 
to enterprise-AI

Platform APS AI integrates
• Kinetic weapons
• Electronic warfare
• Countermeasures
• Movement to cover

Sustainment Intelligence Movement and Maneuver
Example: (1) Predictive commodity management and 

(2) distribution optimization
Example: Rapidly produced, integrated schemes of 

maneuver, fires, intelligence, etc.Example: Information rapidly converted into intelligence

How
(1) AI maintains real-time 
inventory across echelons, 
and predicts and 
proactively orders based on 
historical data, analysis of 
potential future operations, 
etc.
(2) Routes and platform 
type/quantity optimized 
against priorities, conditions 
of routes, distance, 
competing usages of routes 
(e.g., civilian refugees, 
maneuver forces), etc.

Implication
(1) Lethality enhanced 
through maintaining 
momentum and reducing 
chance of supply 
culmination
(2) Faster delivery to units, 
with less fuel consumption  
and less platform usage via 
optimized routes

Note: examples (1) and (2) 
are both included due to 
their interrelationship.

How
Near instantaneous 
determination of 
implications from each 
report. Combing 
observations, enemy 
doctrine, and recent trends, 
with known and suspected 
composition, disposition, 
strength, and 
terrain/weather, will turn 
information into 
intelligence. Further, AI can 
continuously update enemy 
courses of action, decision 
templates, etc.

Implication
Faster and more 
comprehensive ability to 
turn information into 
intelligence. AI can avoid 
human pitfalls of 
forgetfulness, quality 
disparity between analysts, 
lost information in shift 
changes, and other 
drawbacks.

How
AI can digest and 
synchronize a scheme of 
maneuver with supporting 
functions (e.g., fires) to 
identify and remove friction. 
Further, if directed, it can 
do the same for decision 
points, injects like loss of 
key breaching assets, and 
branch and sequel plans. AI 
can perform this 
automatically for AI 
generated courses of 
action, or as an aid for 
human generated plans.

Implication
More robust plans, that 
integrate WfFs together, 
rather than stitching 
together plans produced in 
isolation. Plans that can 
account for factors and 
contingencies that humans 
rarely have time for.

Classes of supply
Casualties

Blood
Prisoners

Recovery vehicles
Replacements

AI enhanced:
Inventory management

Predictive ordering

Route and platform 
optimization

Convoy planning, 
including protection assets 
managed against threats 
and available resources

Reported 
enemy 

battalion

Observed 
ammo 
dump

Obstacle 
report

Reconned 
fording 

site

Intelligence 
from 

information

Refined 
enemy 
COAs

Decision 
support 
template

Recurring Planning Problems
“Independent silos bumping 

into each other”

Plans Integrated by AI
“Cooperatively focused 

on the enemy”

Maneuver

Intelli-
gence

Sustain-
ment

Fires

Intelli-
gence

Protection
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to road hazards, other vehicles, icy roads, and more, 
all while keeping the vehicle on route. These platform 
systems are updated as higher-level enterprise AI is 
trained in new scenarios. APS on armored vehicles can 
follow a similar model. 

Like self-driving vehicles, APS can integrate a 
variety of sensors, be taught new threats, and make 
decisions about threats (or at least enable human 
decision-makers). APS sensors can include passive 
sensors like cameras and acoustic sensors, and emitters 
like LiDAR (Light Detection and Ranging) or radar. 
AI-powered APS can learn about new situations, like 
how to recognize and then defeat new types of ene-
my missiles or drones. Importantly, they can also be 
taught to ignore friendly systems to prevent fratricide. 
If allowed, they can also be empowered to defeat those 
threats with defensive weapons, countermeasures, 
maneuvering, etc. 

Further, recorded engagements, with supporting 
sensor data and possible hypothetical situations, can 
enable AI systems to create and disseminate lessons 
learned throughout the force, as in our vignette. 
Imagine the Maneuver Center of Excellence with an 

enterprise-level AI system that continuously analyzes 
successful and failed APS engagements and learns how 
to defeat a spectrum of threats. Perhaps the defeat for 
a particular situation is a tank using organic defenses 
(probably TiC horizon) and another involves the tank 
platoon collaboratively defeating the threat (deliber-
ate transformation horizon). A powerful AI system 
running countless iterations and learning to win and 
then disseminating new techniques to less robust ve-
hicle-mounted AI systems would be an incredible pro-
tection advantage. Looking at warfare now in Ukraine, 
where drones, mines, and missiles have severely 
reduced the freedom of movement and maneuver by 
both sides, and a transformation of APS is called for. 

Orders production as a command-and-control 
function is similarly fertile ground for AI empower-
ment. Analyzing orders and annexes, imagery, friendly 
and enemy situations and capabilities, etc., are human 
tasks that machines can perform now. Simplistic tasks 
like reading an order and pulling out specified and 
implied tasks can be done by AI in seconds. More com-
plex tasks like digesting enemy doctrine, equipment ca-
pabilities, and analyzing terrain and weather to create 

Sensors (inputs)

LiDAR

GPS

Cameras

Radar

Ultrasonic

Artificial Narrow Intelligence 
(outputs)

ANI can process 
thousands of inputs per 
second to deal with other 
vehicles, pedestrians, 
road conditions like ice 
and debris, traffic signals 
and roads signs. 
Enterprise-level AI has 
been trained on millions 
of traffic situations and 
continuously learns from 
fleets of autonomous 
vehicles on roads. The 
enterprise-level AI powers 
development of updates 
for ANI in each platform. 

Figure 4. Model of Current Self-Driving Car Systems
(Figure by author; AI image generated with Google Gemini)
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possible enemy courses of action, devour hundreds of 
staff labor hours. AI can produce the same output in 
almost no time. This capability can be built now with 
our thousands of real-world and training operations 
orders as training data. Admittedly, using AI in orders 
production has an opportunity cost (as all decisions 
do): putting human staffs through the orders process 
creates a deep understanding to guide decision-making. 
But imagine a staff that can complete mission analysis, 
generate an information collection plan, initiate it, and 
find and then target its opponent’s command post that 
is still highlighting their order and formatting slides! 
Which side would you choose? 

In all these examples, the technology is either 
currently available or can be adapted from existing 
systems. However, the challenge for the TiC horizon 
is harnessing or creating unified AI systems, or com-
bining narrow AI systems that can handle an entire 
process without having to involve other AI for sub-
tasks. For instance, we do not want to use an LLM to 
analyze written orders and produce some outputs for 
orders production while using a different AI to analyze 
military graphics, maps, and imagery. AI in the TiC 
window will perform tasks that humans are capable 
of, but it will perform them much more efficiently and 
effectively. But central to harnessing that advantage is 
employing unified AI system. The deliberate transfor-
mation (DT) horizon will expand the unification of 
systems and the progression from narrow to general AI, 
generating cumulative advantage. 

Deliberate Transformation
Where TiC is about “solving problems and seizing 

opportunities today,” DT is “efforts managed through 
Army-level processes to deliver the Army we need 
within the time horizon for defense programming.”6 
Building on advancements during TiC, AI in the 
DT period will become increasingly unified while 
approaching, but possibly short of, general AI (see 
figure 5). Crucially for our Army, this will include the 
transition from tasks humans can do (but faster) into 
the initial emergence of tasks that humans cannot. 
Importantly, AI’s evolution will intersect with other 
burgeoning technologies like 3D printing and autono-
mous vehicles (which need AI). Deliberately managing 
the integration of these related technologies will enable 
the later emergence of revolutionary advantages. 

The example of printing bridging sections in the 
opening vignette previewed how narrow AI systems 
will become more unified and provide potential ad-
vantages from integrating emerging trends. Printing 
material as large and complicated as bridging sections 
may realistically belong in the CDT horizon, but its 
earlier version will emerge during DT. In this horizon, 
AI’s ability to provide route and platform optimiza-
tion will merge with the ability to manage 3D printers 
and robotic warehousing duties (figure 5). This will 
look like sustainment AI receiving an inventory alert 
for network cables or lug nuts and executing a deci-
sion-making process. That process will be another opti-
mization problem to determine whether the AI prints 
the items itself or resources from elsewhere. Included 
in the distribution assets may well be autonomous vehi-
cles. In short, AI in sustainment will grow increasingly 
unified, expanding from narrow uses like inventory 
management and route/platform optimization into 
management and optimization of entire supply chains.

Figure 5 highlights additional changes to expect 
during the DT horizon. Among those, the fires WfF 
offers a superb illustration of the evolution that will 
incorporate more systems and processes into unified 
AI. For example, fires will build on the TiC advantages 
to grow more robust counterfire (sensing and strike) 
capabilities and integrate more strike assets and effects. 

AI enabled by sensors will change counterfire 
sensing by spreading the capability across the battle-
field while introducing passive sensors that do not 
have to reveal themselves. Counterfire sensing is the 
ability to detect munitions and predict the launcher’s 
point of origin using ballistic calculations; it current-
ly relies on specialty radar emitters. However, APS, 
which will already be using cameras and other sensors 
to scan for drones and antitank weapons, can serve 
as counterfire sensing nodes for mortars, rockets, and 
ballistic missiles. These platforms can either predict the 
launcher’s location or send raw data for fires cell action. 
Additionally, passive sensing (not emitting signals) like 
cameras avoids the dilemma of current counterfire 
radars announcing themselves as high payoff targets 
when turned on. In short, AI-enabled APS will prolif-
erate counterfire sensing across the battlefield with the 
potential for passive sensing. 

Concurrently, AI fires decision-making will evolve 
from TiC to unify lethal and nonlethal effects, from 



37MILITARY REVIEW July-August 2025

AI IN THE ARMY

Sustainment Movement and Maneuver Intelligence

Example: Supply chain management and optimization Example: AI manages information collectionExample: Autonomous, robotic support by fire (SBF)

How
AI builds on prior predictive 
commodity management 
and distribution 
optimization capabilities 
and adds control of 3D 
printers and robotic 
warehousing functions into 
a more unified sustainment 
AI.

Implication
Unification of these 
capabilities allows 
sustainment AI to manage 
and optimize an entire 
supply chain. 

How
AI empowered autonomous 
vehicles with weapons, a 
capability demonstrated in 
Ukraine. However, this 
evolves to safely work in 
support of human assault 
elements. Robotic SBF 
platforms also linked to be 
a mutually supportive 
symphony, rather than 
separate systems 
obliviously providing the 
same service.

Implication
Lethality enhanced as 
robotic SBF assumes risk 
we do not with humans.
Robot SBF can also carry 
more ammo, more precisely 
account for ballistics (wind, 
range, etc.), and better 
control rates of fire.

How
During TiC, AI developed 
the abilities to rapidly turn 
information into intelligence 
and also to produce orders. 
In DT, these evolve and 
unify into AI producing 
information requirements 
(IRs), synchronized plans 
to collect that information, 
and management of 
autonomous assets. 

Implication
AI will be able to ask 
questions about the enemy 
and operational 
environment and act to 
answer those questions. 
Humans and AI will 
complement each other by 
asking different questions. 
More efficient use of assets 
as AI synchronizes 
information requirements in 
an organization. 

Commodities 
requested or 
anticipated

or

Sustainment AI 
3D prints 

commodities 
(when possible)

Requests 
support from 

higher

Distribution optimization

Robotic 
warehousing

SBF 
(Robotic)

As
sa

ul
t 

(H
um

an
)

Linked, collaborative SBF
“Symphony”

• Can assume more risk 
than human SBF

• Carries more ammo
• Fires more accurately
• Better controls rates of fire

Optimization Problem
• Organic vs. higher/lower 

assets
• Mixing, cueing, redundancy
• Risk to asset vs. risk to 

mission (war games 
consequence of not 
answering IR)

Command post 
AI identifies 
information 
requirement

Builds, 
synchronizes, 

and war games 
a collection plan

Completes 
collection plan 

(for human 
approval, or 

issued directly)

Assets 
answer 

IRs

Fires Command and Control Protection
Example: (1) Robust counterfires and 

(2) Integration of more strike assets and effects
Example: Active protection systems synchronized 

across formations, and with passive protectionExample: Plans synchronized across echelons

How
(1) APS systems serve as 
counterfire sensing nodes. 
(2) Unification of more 
lethal & nonlethal effects, 
across echelons into fires 
AI.

Implication
(1) Marked advantage in 
counterfire sensing. 
Profusion of passive 
sensors, like cameras, 
solves dilemma of exposing 
radar systems.
(2) Superior matching of 
systems and effects to 
need while balancing 
inventory, risk to launcher, 
need of supported unit, etc.

How
Builds on AI enhanced 
orders production from TiC 
that supported separate 
echelons. Evolves into 
more holistic orders 
production where AI from 
different echelons 
collaborate to synchronizes 
plans between higher and 
lower echelons, adjacent 
units, allies and partners. 

Implication
Enables the much sought 
after collaborative and 
concurrent planning 
between echelons. Can 
include AI systems 
war-gaming COAs across 
echelons, simultaneously.   
Identifies and solves friction 
points at machine speed. 

How
APS AI grows to include 
synchronized protection for 
entire formations. Platforms 
collaborate to defeat 
threats, allocate targets, 
and minimize signature. 
APS expands to include 
passive measures like radio 
emission control 
management, evaluating 
terrain for protection 
against expected threats.

Implication
APS AI in formations able 
to defeat increasingly 
complex threats due to 
collaboration. Overall 
protection also enhanced 
by APS actively managing 
passive protection.

APS sensing

Fires AI

Optimization Problem
• Lethal or nonlethal 

effect (or both)?
• Use own assets or send 

to higher/lower?
• Balance munition 

inventory, risk to 
launcher, need of 
supported unit, 
anticipated target 
reaction, mission needs

Collaborative AI Orders 
Production Across Echelons

XX XXXXXX

X

I

…
…

Mission Analysis
• Identify faulty 

assumptions, 
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Figure 5. AI’s Potential Across Warfighting Functions  
During Deliberate Transformation

(Figure by author; AI images generated with Google Gemini)
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mortars and drones to electronic warfare and obscu-
ration, and across echelons. In TiC, images will enable 
fires AI at a given echelon, say division, to weaponeer 
for its rockets, artillery, and mortars. In DT, data 
like target images (including thermal and infrared), 
detection of jamming sources, and APS counterfire 
sensing will grow the optimization provided by fires 
AI. Optimization will include near-instantaneous 
decisions on potentially sending targets for lower 
echelon prosecution or if a strike by loitering drones or 
cannon artillery (or multiple effects together) is better. 
Nonlethal optimization can include AI overseeing 
frequency scanning and the dynamic adjustment to 
jammers to match the speed of enemy transition (see 
figure 6). These enhancements will be part of the evo-
lution of fires AI as additional systems and capabilities 
are unified into the enterprise. 

In the DT horizon, the combination of increasingly 
unified AI systems in each WfF and their intersection 
with other emerging trends will generate advantages by 
beginning to do what humans cannot. In our sustain-
ment example, AI expanded into managing and opti-
mizing an entire supply chain and did so in a dynamic 
operational environment. That type of task, precisely 

managing inventory and determining optimal delivery 
to customers, is something that massive companies 
like Amazon can do now but only in a static environ-
ment. For Amazon, the consequences of failure are 
low compared to large-scale combat operations, and its 
optimization is the product of years in a world where 
no enemy is attempting to destroy delivery assets, ware-
houses, headquarters, or bridges. Presently, in military 
sustainment, we willingly sacrifice utility (providing as 
much sustainment as possible to every customer pos-
sible), for simplicity. We designate priority of support 
because it makes planning and execution simple but 
not optimized. This unification of AI, that increasingly 
does what humans cannot, will build the revolutionary 
advantages to come from CDT.

Concept-Driven Transformation
CDT “is the longer-term vision described in the 

Army’s emerging warfighting concept.”7 Returning to 
figure 1, CDT focuses on seven-to-fifteen years out; 
our goal for the CDT horizon is achieving overmatch 
against all adversaries, an overmatch that represents a 
revolutionary advantage in decision-making speed and 
quality, protection, and lethality over ground forces 
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Enemy operates on one or more portions 
of the EMS.

Friendly platforms collaborate to scan 
di�erent portions of the EMS across the 
battle�eld and report all detection to AI.

Once an emitter is identi�ed, friendly 
scanners locate the emitter.

Friendly AI aids decision-making on 
(A) attacking the emitter (if possible), 
(B) jamming it, or (C) allowing it to transmit 
for collection or other purposes.

The enemy can change frequency to avoid 
jamming, but the cycle repeats in adaptive 
jamming which chases the enemy across 
the EMS. The alternatives are: (A) stop 
transmitting, (B) keep transmitting but risk 
kinetic attack, (C) move away to avoid 
jamming but lose battle�eld relevance. 
With AI, friendly systems can study enemy 
frequency hopping and potentially 
anticipate hops, reducing the windows 
available for enemy EMS use, making this 
cycle more e�cient.Friendly 

AI

Figure 6. Dynamic Jamming
(Figure by author; AI images generated from Google Gemini and electromagnetic spectrum image from NASA)
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that have not unlocked AI’s potential (like our Army 
was around 2020). Figure 7 illustrates a version of that 
overmatch, following examples in the opening vignette.

I believe AI’s greatest value for our Army will be 
realizing the potential of mosaic warfare (MW). MW 
focuses on creating “adaptability and flexibility for U.S. 
forces and complexity or uncertainty for an enemy 
through the rapid composition and recomposition of 
more disaggregated U.S. forces using human command 
and machine control.”8 MW is form of combined arms 
that envisions fitting different pieces (tiles) together to 
create a coherent friendly system (the mosaic); figure 7 
provides additional insight. The contrast is a puzzle, in 
which there is only one arrangement of the pieces, and 
alternatives produce failure. 

The central advantage MW seeks is presenting a 
greater variety of dilemmas to adversaries through 
tailored force packages that couple robust and ex-
quisite platforms with many small, highly specific 
partners that may be autonomous and/or expend-
able. Essentially, it means supplementing a few large, 
powerful mosaic pieces with a variety of small tiles. 
Mosaics and puzzles can produce the same system, 
but one is robust and the other is fragile. Consider the 
following examples: 

A frigate and several unmanned surface ves-
sels could replace a surface action group of 
three destroyers, or a section of strike-fight-
ers could be replaced by a strike-fighter 
acting as a C4ISR [command, control, 
communications, computers, intelligence, 
surveillance, reconnaissance] platform for 
a group of standoff missiles and sensor- and 
EW-equipped [electronic warfare] UAVs 
[unmanned aerial systems]. In a ground 
force, rather than relying on large forma-
tions, smaller units and subunits could be 
augmented with small and medium-sized 
UGVs [unmanned ground vehicles] and/or 
UAVs to improve their self-defense, ISR, and 
logistics capability.9

The opening vignette’s WGX is a model for MW 
synergistically combined with AI and 3D printing. 
The bridge was printed in segments that moved to the 
river and assembled autonomously. In the air, drones 
retransmitted friendly communication, provided 
observation and attack, and located and chased the 

enemy across the EMS with jamming. In the water, 
drones measured current and scanned for mines. On 
the ground, autonomous excavators massed to rapidly 
prepare survivability positions for far-side security. 
Decoys made the demonstration force of a brigade look 
like a real division, mimicking tanks, ambulances, and 
more, including details like chatbot-run EMS activity 
to impersonate friendly patterns. This is the potential 
of MW with AI harmonizing the tiles, assisting human 
staffs and commanders envision new arrangements of 
the tiles that enhance our capabilities while creating 
dilemmas for adversaries. 

In the CDT horizon, we can also harmonize decep-
tion, intelligence, and operations, a feat that today is a 
herculean mental effort and cannot be done quickly. The 
point of deception is to cause enemy action or inaction 
that provides advantages for friendly forces. As history 
has proved repeatedly, deception can be decisive, as in a 
handful of Greek troops hidden inside a wooden horse 
infiltrating inside Troy to enable the victory that years 
of siege could not. But deception requires meticulously 
synchronizing real and false activities with observations 
of the enemy. Deception is not thought of as a mosaic, 
but it could be; the right arrangement of tiles into a 
lenticular image to create one mosaic from a friendly 
perspective and a different mosaic from the enemy’s, but 
while watching the enemy to see if they interpret the 
image as friendly forces want them to. However, decep-
tion is about providing the right breadcrumbs (or tiles) 
to create a believable story.

In the WGX scenario, synchronizing deception, 
intelligence, and operations might look like painting 
the picture (or arranging the tiles) that the decoy is 
the real crossing while the real crossing is in fact a 
demonstration. In other words, arranging events and 
monitoring enemy activity to see if they believe the 
fake is real and the real is fake. With the thousands 
of friendly actions, how can we orchestrate this lie? 
The U.S. Army has done this masterfully in instances 
such as the 1944 Normandy landings and the 1991 
Gulf War, but it takes months of practice to properly 
arrange the tiles without giving away the truth.10 With 
AI, this can become drastically easier as synchronizing 
efforts and resources among deception, intelligence, 
and operations can be addressed as an optimization 
problem, and then war-gamed at machine speed as 
described in figure 7.
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Movement and Maneuver Intelligence Fires

Example: Mosaic warfare Example: Unification across servicesExample: Synchronization of intelligence, operations, 
and deception

How
Force package mixes of 
manned and unmanned 
systems, and their 
capabilities are tailored for 
the threat and operational 
environment. The tailoring 
is designed to arrange 
discrete friendly strengths 
across domains and 
dimensions, to create and 
exploit opportunities.

Implication
Creation of perpetually new 
dilemmas for enemies. 
Knowing the existence of 
the capabilities (tiles) does 
not give the enemy insight 
into their arrangement. The 
loss of some capabilities 
(tiles) either does not 
prevent the formation of the 
overall effect (image) or 
prompts the formation of a 
new image.

How
Deception plans rely on the 
enemy observing false 
friendly actions and not 
observing actions that 
would reveal the deception 
(part of the real operation). 
AI grows to unify 
capabilities to synchronize 
information collection (IC) 
and counterintelligence (CI) 
with deception.

Implication
Deception can become 
dramatically easier and 
more feasible over short 
time horizons. With 
machine power building 
and synchronizing efforts, 
individual events in the 
wider deception plan can 
be effortlessly incorporated 
into operations, all with the 
alignment of IC and CI.

How
The evolving unification of 
fires AI during DT grows to 
include joint fires and 
effects. Fires AI systems 
between services are either 
built to be natively 
compatible or are taught to 
build their own compatibility 
and bridge gaps.

Implication
Synchronization of more 
fires platforms and effects 
adds tremendous flexibility 
to friendly forces and 
presents more dilemmas 
for adversaries. This 
unification compliments 
mosaic warfare approaches 
in movement and 
maneuver.

Available Joint Fires and Effects

Targets

Fires AI

Tiles on a mosaic create a specific outcome or can be 
rearranged for different outcomes; subsets of tiles can create 
multiple smaller outcomes. There is no single way the tiles 
must be arranged to produce the same bigger picture.

Manned 
or 

Unmanned

Kinetic 
or 

Nonkinetic

Space
Cyber

Air 
Maritime

Land

Dimensions:
Human, Information, 

Physical

WfFs:
Maneuver, Fires, 
Protection, C2, 

Sustainment, Intel

Satellites
Naval Aviation, Cruise Missiles

Infantry, Air Defense, Guerillas, Signals Intelligence

Current state 
problem

Optimization problem: 
optimize assets to

• Participate in deception 
• Observe enemy reaction
• Protect friendly information
• Blind enemy sensors that 

would discover deception

Desired future 
state

Deception 
requires long 

trail of 
breadcrumbs

Deception 
seamlessly 
aligned with 
ops and intel

Intelligence

Operations

Deception

• What is our operation’s 
end state?

• What advantage do we 
want from deception?

• What action do we want 
the enemy to take?

• What does the enemy want?
• How does the enemy perform IC? 

What sources do they trust most?
• How do we feed deception 

breadcrumbs to enemy intel?
• How will we know the enemy has 

seen the breadcrumbs and how 
will we know if they believe the 
deception?

• How will we know if the enemy 
has discovered the deception? 
How do we deny them the ability 
to see the truth (CI)?

I

Sustainment Command and Control Protection

Example: Robotic maintenance and repair Example: Autonomous robotic diggingExample: Rehearsals in virtual reality

How
AI taught standardized 
routine maintenance/repair. 
Machine vision teaches 
maintenance AI via 
repeated observation of 
humans performing 
sequential tasks, like oil 
changes, weapons 
gauging, and optics 
calibration. Additional 
sensors in equipment 
guides robotic maintainers 
to correctly identify faults 
and apply learned 
maintenance algorithms.

Implication
Maintenance AI 
supplements human 
maintainers, allowing them 
to focus on complicated 
repairs. Tremendously 
increases maintainer 
capacity. As maintenance 
AI learns more tasks, this 
advantage grows and can 
increasingly be applied to 
more austere conditions, 
such as brigade 
maintenance points in the 
field.

How
AI combines planning 
products, information on 
enemy forces and the 
operational environment, 
and friendly force status 
and operational plans for 
immersive virtual reality 
(VR) rehearsals.

Implication
Superior ability to 
synchronize friendly efforts 
in time, space, and purpose 
and model factors that 
cannot be replicated by 
maps and terrain models.

How
Robotic digging equipment 
like excavators already 
exists, and when paired 
with trained AI, it can 
autonomously dig 
survivability positions for 
vehicles and command 
posts. Using learned 
algorithms, AI can learn the 
requirements for different 
position types and modify 
them based on different 
possible threats and 
friendly needs.

Implication
Potential to massively 
increase survivability 
through fielding assets that 
do not need sleep or 
breaks. When combined 
with 3D printing, assets can 
be made in the field. More 
assets can also aid 
deception since with 
enough diggers, 
commanders will not face 
the dilemma of building real 
or decoy positions but can 
dig both.

AI taught 
routine 

maintenance via 
machine vision

Equipment 
increasingly 

gains 
self-diagnostic 

sensors

Equipment sensors 
guide robotic 

maintainers to grow 
more capable and 

enable decision-making

Sensor 
report

Fault 1

Fault 2

Fault 3

Decision-making 
process
If faults 1, 2, 3 exist, 
then possible underlying 
problems are x, y.
Given problems x, y, 
perform repair A.

Assigning existing 
autonomous diggers

3D printing 
autonomous diggers

or
Mission 
requires 
digging

Autonomous 
diggerSoldiers provide 

requirements and 
identify positions

Figure 7. AI’s Potential Across Warfighting Functions  
Concept-Driven Transformation Horizon

(Figure by author; Abrams tank image by Staff Sgt. Steven Colvin)
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Conclusion and Future Steps
AI can produce overmatch for our Army, but the 

road to overmatch requires continual evolution and 
an accompanying national strategy for AI superiority. 
Overmatch will be the product of the continual evolu-
tion in AI that unifies more capabilities. During the TiC 
horizon, AI will be able to do many human tasks but at 
machine speed. However, the lack of artificial general 
intelligence (AGI) may mean a variety of specialized AI 
products, such as an LLM AI for digesting orders from 
higher with a machine-vision AI for understanding 
maps, imagery, and military graphics. The DT win-
dow will see increasingly unified AI, and perhaps even 
the emergence of true AGI. This includes a potential 
command post AI like our vignette’s masterAI, perform-
ing a complete orders process, identifying information 
requirements, building and war-gaming a collection 
plan, and then supervising the collection via manned and 
unmanned systems. These evolutionary advances can 
build up to an overmatch in the CDT horizon. 

Our potential CDT future is the vignette’s WGX 
that harmonized human and autonomous efforts, 
producing overmatch in decision-making speed and 
quality, protection, and lethality over ground forces 
that have not unlocked AI’s potential. The increasing-
ly unified AI, if not full AGI, will enhance the speed 
of planning and synchronization, as in the example 
of the synchronization of deception, intelligence, and 

operations. Particularly important will be the leaps for 
protection as the APS of individual platforms unifies 
into collaboration between APS to protect entire for-
mations. As seen in the Russia-Ukraine War, protection 
has not kept pace with threats, hence the abundant vid-
eos showing drones preying on platforms and forcing 
tanks to add homemade cages. Protection’s advance-
ment will not stop there. APS can grow into collabo-
rating systems across sister services while also adding 
in passive measures like autonomous excavators and 
AI-managed emission control. Lethality will similarly 
advance as MW becomes a possibility and collaborative 
AI between sister services eases the burden of joint op-
erations and fires. However, achieving this CDT future 
is far from certain. 

We need a deliberate strategy to not only codify 
our ends, ways, and means but also to align the Army’s 
efforts with the rest of government and industry while 
also creating dilemmas for adversaries through law-
fare, export controls, and other measures. AI is clearly 
an extraordinary federal priority, as seen in the table, 
which samples just a few recent federal actions.11 AI 
is also vividly important to industry, as seen in the 
stock price of chipmaker Nvidia, the world’s third most 
valuable public company as of 28 April 2025.12 How to 
create an Army strategy for AI that reaps synergistic 
effects from alignment with wider federal strategy and 
trends in industry will require its own research effort. 

Table. Recent Significant Federal Policies on AI

Title Date Purpose

Exec. Order No. 14179, “Removing 
Barriers to American Leadership in 
Artificial Intelligence”

23 January 2025 “Develop AI systems that are free from ideological bias or engi-
neered social agendas” and also revoke “certain existing AI policies 
and directives that act as barriers to American AI innovation.”

OMB Memorandum M-25-21, “Accel-
erating Federal Use of AI through Inno-
vation, Governance, and Public Trust”

3 April 2025 “Agencies must remove barriers to innovation and provide the 
best value for the taxpayer … empower AI leaders to accelerate 
responsible AI adoption … [and] ensure their use of AI works for 
the American people.”

OMB Memorandum M-25-22, “Driving 
Efficient Acquisition of Artificial Intelli-
gence in Government”

3 April 2025 “Ensuring the government and the public benefit from a compet-
itive American AI marketplace,” “safeguarding taxpayer dollars 
by tracking AI performance and managing risk,” and “promoting 
effective AI acquisition with cross-functional engagement.”

U.S. Department of Energy release, 
“DOE Identifies 16 Federal Sites Across 
the Country for Data Center and AI 
Infrastructure Development”

3 April 2025 “Inform development, encourage private-public partnerships and 
enable the construction of AI infrastructure at select DOE sites with 
a target of commencing operation by the end of 2027.”

(Table by author)
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Part of this strategy must deliberately focus on cre-
ating dilemmas for adversaries: What capabilities do 
we want to delay or deny adversaries, and how can we 
align that disruption with federal strategy and industry 
desires? Creating dilemmas is essential since overmatch 
is a state of advantage, and advantage comes from both 
speeding ourselves up and slowing down adversaries.

Alignment of Army and federal AI strategies and 
industry efforts is also essential to solve the myriad 
technical, legal, and procedural issues. For instance, AI 
voraciously consumes power, produces tremendous 
heat and EMS emissions, and tends to be centralized 
in data centers (as opposed to edge computing at the 
end devices).13 The Army cannot solve these problems, 
but industry can and already is, and federal strategy is 
essential to guiding industry to solve military problems. 
Similarly, there is a natural tendency for model creators 
to develop proprietary systems that do not seamlessly 
work with those of rivals. Lack of alignment with feder-
al strategy and interaction with industry could see the 

Army, Navy, and Air Force hitch themselves to incom-
patible providers, erasing our advantage over time to 
the cost of billions of dollars and years of wasted effort. 
Lastly, the examples and overall vision here for AI in 
the Army is quite optimistic for each time horizon. If 
we fight trends, we will certainly not afford future over-
match or achieve it in time; if we harness trends, it may 
speed up use cases, especially those with dual military 
and civilian application. 

AI has recently reached an inflection point where 
it can provide real, if still limited, functional value; this 
value will rapidly change as AI unifies more capabilities 
and AGI becomes a reality. Across all the horizons of 
continuous transformation, AI can enhance our Army 
to provide evolutionary advantages. But the Army 
clearly cannot achieve this on its own, hence the need 
to build concepts now while creating and aligning an 
Army strategy for AI with federal strategy and indus-
try efforts, simultaneously determining how to create 
dilemmas for adversary development so we grow our 

Concept-required 
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Concept-driven 
transformation

Deliberate
transformation

Transformation 
in contact

3530 402624

Capabilities in 
formations in less 
than 24 months

1 2 3

• Lay the foundation for 
revolutionary 
overmatch

• Start with ANI
• Variety of specialized 

ANIs likely, integrated by 
human reasoning

• What humans can do 
but at machine speed

• Build on the foundation, 
evolve AI, generate 
cumulative advantage

• Grow ANI through unification
• Convergence of AI and 3D 

printing, autonomous 
vehicles

• AI begins to do what humans 
cannot

• Goal: overmatch against all 
adversaries

• Increasingly unified, if not full 
AGI

• Revolutionary advantage in 
decision-making speed and 
quality, protection, and 
lethality over ground forces 
that have not unlocked AI’s 
potential

Common to all horizons
• Align Army AI strategy with 

wider national strategy for AI 
superiority

• Alignment for synergistic 
advantage from federal and 
industry efforts
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for adversaries (lawfare, 
export controls, etc.)

• National strategy to speed 
ourselves up and slow 
adversaries

Figure 8. The Army’s Road to Achieving Overmatch
(Figure by Army Futures Command, adapted by author)
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advantage. An AI revolution is happening in society at 
large, and now is the time to plant the seeds of mili-
tary revolution. A revolution that provides the Army 

overmatch in the ability to act faster, make superior 
decisions, be more lethal, and better protect the force, 
than every adversary (see figure 8).   
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