Capt. Taiwan Veney (center), cyber warfare operations officer, watches members of the 175th Cyberspace Operations Group—(left to right) Capt. Adelia McClain, Staff Sgt. Wendell Myler, Sr. Airman Paul Pearson, and Staff Sgt. Thacious Freeman—analyze log files and provide a cyber threat update utilizing a Kibana visualization on the large data wall 3 June 2017 in the Hunter’s Den at Warfield Air National Guard Base, Middle River, Maryland. (Photo by J. M. Eddins Jr., U.S. Air Force)
Social cybersecurity is an emerging subdomain of national security that will affect all levels of future warfare, both conventional and unconventional, with strategic consequences. Social cybersecurity “is an emerging scientific area focused on the science to characterize, understand, and forecast cyber-mediated changes in human behavior, social, cultural, and political outcomes, and to build the cyber-infrastructure needed for society to persist in its essential character in a cyber-mediated information environment under changing conditions, actual or imminent social cyber-threats.” Technology today is enabling both state and nonstate actors to manipulate the global marketplace of beliefs and ideas at the speed of algorithms, and this is changing the battlefield at all levels of war.

While recently viewed through the lens of “hybrid” warfare, information warfare is becoming an end unto itself. Dmitry Kiselev, coordinator of the Russian state agency for international news, states that “information wars are ... the main type of war.” Information is used to strengthen your narrative while attacking, disrupting, distorting, and dividing the society, culture, and values of other competing states and organizations. By weakening trust in national institutions, consensus on national values, and commitment to those values across the international community, an actor can win the next war before it has even begun. In fact, reflecting the change from periodic conflict to continual competition, senior leaders in the Russian General Staff have claimed, “Wars are not declared but have already begun.”

Information is strengthening its position within the elements of national power. Strategy is often viewed through the elements of national power: diplomatic, information, military, and economic. Technology now allows state and nonstate actors to extend their power in the information domain at a scale and complexity long thought impossible. If left unchecked, this emerging “information blitzkrieg” will have strategic effects on par with the physical blitzkrieg unleashed at the outset of World War II.

While technical in nature, social cybersecurity differs from traditional cybersecurity. Traditional cybersecurity involves humans using technology to “hack” technology. The target is information systems. Social cybersecurity involves humans using technology to “hack” other humans. The targets are humans and the society that binds them. This twist on the traditional cyber paradigm is sometimes referred to as “cognitive hacking.” While leveraging the cyber medium for mass delivery, this emerging information warfare leverages advances in targeted (or micro) marketing, psychology and persuasion, policy gaps at and between private and government institutions, and understanding of the social sciences to deploy coordinated information operations with strategic effect.

Social cybersecurity is inherently multidisciplinary computational social science. “Emerging theories blend political science, sociology, communication science, organization science, marketing, linguistics, anthropology, forensics, decision science, and social psychology.” Many researchers in this field are leveraging computational social science tools such as network analysis, spatial analysis, semantic analysis, and machine learning. These are applied at multiple levels, from the individual through the conversation level to the larger community level.
In order for the Department of Defense (DOD) “to defend the security of our country and sustain American influence abroad,” our military leaders must understand this emerging discipline of social cybersecurity and how it impacts our force, nation, and values. This article will introduce and define this emerging discipline, briefly discuss its history and the sociotechnological changes that enable it, and finally discuss current and emerging social cybersecurity “forms of maneuver.” Throughout this process, we will elaborate on the similarities and differences between social cybersecurity and traditional cyber operations.

**Backdrop: Russian Information Blitzkrieg**

Russia is waging the most amazing information warfare blitzkrieg we have ever seen in the history of information warfare. —Gen. Philip Breedlove, NATO Wales Summit 2014

The Russian propaganda apparatus, long directed at its own society as well as the satellite states of the former Soviet Union, is now aiming at targets abroad. In 2013, Gen. Valery Gerasimov identified information warfare as an important aspect of Russian warfare going forward in his now famous article, “The Value
of Science is in the Foresight.” While the West viewed the article backward through the lens of the Ukrainian conflict and has arguably misattributed it as the start of hybrid warfare for Russian armies, his article was in reality his perspective of the Arab Spring as well as U.S. operations in Yugoslavia, Iraq, and Afghanistan.\(^8\) In Gerasimov’s view, the Arab Spring and the U.S.-led coalitions in the Middle East relied heavily on resources other than conventional military forces to shape events, especially information operations. Military forces were only introduced at the last minute as a coup de grâce.

Having studied these conflicts, he sought to accelerate ongoing information warfare initiatives, stating, “Information warfare opens wide asymmetric possibilities for decreasing the fighting potential of enemy.”\(^9\) These activities were in line with traditional Russian KGB (Committee for State Security) operations known as “active measures.” These were described by KGB Maj. Gen. Oleg Kalugin as “active measures to weaken the West, to drive wedges in the Western community alliances of all sorts, particularly NATO, to sow discord among allies, to weaken the United States in the eyes of the people in Europe, Asia, Africa, Latin America, and thus to prepare ground in case the war really occurs.”\(^10\) Kalugin’s quote highlights one of the critical roles of the theorized Russian information blitzkrieg, which is to drive wedges in every fissure possible, fracturing a nation or coalition. This includes driving wedges between political parties, between races, between religions, between a nation and its military, and between a nation and its allies. A fractured nation is inherently a less potent nation in terms of its ability to withstand an attack.

The emerging manifestations of Russian information operations are built on a long history of Soviet-era propaganda operations. In 1951, then Yale Law professor Harold Lasswell summarized the Soviet propaganda machine (to which the current Russian security apparatus is heir) by concluding,

> The chief strategic aim of [Soviet Propaganda] is to economize the material cost of protecting and extending the power of the Russian elite at home and abroad. Such propaganda is a struggle for the mind of man, from the Soviet point of view, only in the sense that it is a struggle for the control of the material means by which the minds of the masses are believed to be molded. Hence the purpose of Russian propaganda is not peaceful persuasion of the majority of the people in a given country as a prelude to taking power. Rather, the task is conceived as that of a minority that must remain an ideological minority until it succeeds in accumulating the material means of obtaining consensus ... Soviet propagandists and their agents can lie and distort without inner restraint, for they are largely immunized from the claims of human dignity in any other sense than the dignity of ... contributing to the present and future power of the Kremlin elite.”\(^11\)

This general approach continues to this day, building a small nucleus while dividing all opposing organizations and institutions, leveraging disinformation at all times. Today, however, technology enables this at a scale and distance unheard of in 1951.

The Russian state is not approaching this haphazardly. Since as early as 2003, the Russian Academy of Sciences has conducted basic research to develop advanced applied mathematical models of information warfare and its application to society. Its researchers combine social science and mathematical modeling to produce research such as “Mathematical Modeling of Rumors and Information Propagation in Society.” While these articles claim to be defensive, their application in offensive operations is assumed.

Such operations are synchronized by a growing cadre of political technologists. These are leaders, both inside and outside the government, that understand the interrelated nature of the human, political, military, and technological domains. Leveraging this “multi-domain” understanding, they develop and coordinate shaping operations that leverage the cyber and technological domain to affect the social, political, and military domains. As an example, Alexander Malkevich, a Moscow-based technologist, established the Moscow-based www.USAreally.com website in advance of the 2018 midterm elections in the United States.\(^12\) His mission was to both spread a twisted narrative as well as agitate in a manner aimed at promoting discord among the American populace that was to be picked up by mainstream American news, or at least mainstream news aggregators. The translated personal description from his Twitter account states, “Journalist. Media man. A person who is interested in life. And he
is not afraid to work in the regions of Russia. And in
the name of Russia.” 13 This is a political technologist.

**Change in the Strategic Center of Gravity**

The twentieth century dawned with the most sym-
metric and kinetic wars in the history of warfare, while
the twenty-first century, springboarding off decades
of Cold War competition, has dawned with numerous
asymmetric and nonkinetic conflicts. During World
War I, nations sacrificed hundreds of thousands of
lives for mere yards of physical terrain. Today, many actors develop complex
designs to slowly gain “yards” in the
human domain with ramifications for
the physical domain.

Geography still matters today. The
United States’ two greatest security
measures are still called the Pacific and
Atlantic Oceans. 14 Crimea was annexed
by Russia largely because of the strategic
importance of its Black Sea Port (as well
as energy implications). 15 Afghanistan
instability will persist partly because
of its geography. 16 Geography does and
always will matter. However, numer-
ous factors, to include technology, have
arguably shifted the pendulum toward
the human dimension.

This shift toward the human do-
main was hotly debated inside the U.S.
military during the War on Terrorism.
After years of debate, the majority
seemed to agree with the quote from
a 2009 article in Small Wars Journal:
“One of the most profound changes
the U.S. military must make to be
effective at countering insurgency is to
shift strategic centers of gravity from
the physical to the human aspects of
warfare.” 17 While generally accepted
in counterinsurgency environments,
it remains to be seen how this shift
toward the human domain will change
large-scale combat operations.

This view of the population as the
center of gravity took on new meaning
in the aftermath of the Arab Spring, as decentralized
population movements, enabled by technology, orga-
nized and overthrew multiple established autocratic re-
gimes. These actions shocked the world and have been
studied by leaders in both the East and the West. These
events underscored the power of the human dimension
as well as the power of social media to mobilize the
masses. Multiple articles in military journals have doc-
umented these movements, with a specific focus on the
social media that enabled them. Even Gerasimov’s 2013
article in Russia’s Military-Industrial Courier, studied
across the West as the genesis of hybrid or gray warfare, is more a personal reflection of the Arab Spring (as well as the conflicts in Iraq, Afghanistan, and Yugoslavia), than an attempt to create a new type of warfare.18

Multiple other state and nonstate actors observed these changes and began exploring the idea of manipulating these movements through cyberspace. Many of these states and actors already have experience manipulating their own populace or organization through information operations, and now seek to extend that experience to other populations and societies.19 Directly targeting the fabric of society, the true center of gravity of a nation, has massive ramifications for the tactical through strategic levels of war, and is the genesis of this emerging domain of social cybersecurity.

**Enabling Changes**

Two changes in human communication and societal information flows have enabled the social cyberthreat. First, technology has waived the requirement for physical proximity to influence society; and, the decentralization of information flows has reduced the cost of entry. Fabio Rugge of the Italian Institute for International Political Studies sums this up with this statement: “Cyberspace is a powerful multiplier of the destabilizing effects of manipulated information because it allows high connectivity, low latency, low cost of entry, multiple distribution points without intermediaries, and a total disregard for physical distance or national borders. Most importantly, anonymity and the lack of certain attribution of an attack make cyberspace the domain of ambiguity.”20

**Decentralization.** Over the last thirty years, we have watched as information flows rapidly decentralized. Historically governments, large organizations, and a few large news outlets controlled most of the formal print, broadcast, and televised news coverage. These organizations controlled the flow of information and generally distributed it uniformly across a society. With the rise of blogs, microblogs, and social networks, most of the world now obtain their information in a nonuniform way on social media.21 There is now a low cost of entry, financial incentive to create viral content, and anonymity is relatively easy to accomplish. This decentralization has facilitated the entry of external actors with minimal attribution.

Quality control of information flow is now decentralized. Fact checking is now conducted at the user level rather than the journalist level. Users, many who grew up in an era where news was largely trusted, are now unprepared to digest news in an era where truth and untruth are mixed, especially if distortions of the truth are designed to validate their own biases.

The traditional journalism business model requires truth. Journalists lose their jobs, and news organizations lose business if they are consistently in error. The social media business model, largely focused on overall traffic and advertising, does not rely as much on fact checking. However, this is slowly changing, as was observed in the August 2018 stock decline for both Twitter and Facebook, largely attributed to their slow growth while they purge their platforms of accounts that propagate fake news.

While recent legislation across the world is trying to find a way to centralize control, in all cases this involves some type of censorship and reduced freedom of speech. In some cases, it could end up in absolute chaos, especially if social media companies are required to provide a platform functionality for people to flag fake or malicious information. If this type of functionality is exposed to users either through an application programming interface (API) or a web/mobile interface, then the same bots that post fake news can now flag all kinds of accurate content as fake at the speed of algorithms, causing exponentially greater damage.

**Physical presence not required.** For most of history, influence required physical presence or at least physical proximity. To influence the conversation of the Roman forum, the heartbeat of Roman society, an actor or proxy had to be physically present in the forum or at least in Rome, clearly identifiable, and active in the conversation. “Cloak and dagger” operations occurred, but even these operations required physical presence. This requirement held true through the first part of the twentieth century, at which time radio and leaflet operations emerged, not requiring direct physical presence but nevertheless requiring some level of close proximity. Even robust Soviet-era propaganda operations were largely restricted to Eastern Europe and Asia due to geographical limitations. The internet has erased this requirement, with most societies interacting in free and open online environments that allow actors to participate from the far corners of the globe with few national borders in the cyber domain.

Those nations that value freedom of speech and open marketplaces for opinions and ideas are more vulnerable
to these threats. This is most evident by the fact that North Korea, arguably the most closed nation on earth, is still largely immune to social manipulation through the internet. Directly influencing the North Korean society still requires physical presence or proximity.

The vulnerability of open societies to social manipulation through technology is exacerbated by the fact that most of these strategic information efforts are launched on global social media platforms that are privately owned and outside of the direct supervision of governments (though influenced by regulation). While all social media companies censor content on their platform, their motivation is generally focused on improving the user experience for the greatest number of people across the world, not national security concerns of any single nation. Choosing sides on any issue is generally bad for business because it alienates a segment of their customer base. Government censorship of content is assumed to be partisan and violates the freedom of speech espoused by these governments. Third-party efforts to censor content have been initiated but to

Table: The BEND Model of Describing Social Cybersecurity Forms of Maneuver

<table>
<thead>
<tr>
<th></th>
<th>Information Maneuver</th>
<th>Network Maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Knowledge network manipulation</td>
<td>Social network manipulation</td>
</tr>
<tr>
<td>Things you can do by affecting what is being discussed</td>
<td>Things you can do by affecting who is talking/listening to whom</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engage</td>
<td>Discussion that brings up a related but relevant topic</td>
<td>Back Actions that increase the importance of the opinion leader</td>
</tr>
<tr>
<td>Explain</td>
<td>Discussion that provides details on or elaborates the topic</td>
<td>Build Actions that create a group or the appearance of a group</td>
</tr>
<tr>
<td>Excite</td>
<td>Discussion that brings joy/happiness/cheer/enthusiasm to group</td>
<td>Bridge Actions that build a connection between two or more groups</td>
</tr>
<tr>
<td>Enhance</td>
<td>Discussion that encourages the group to continue with the topic</td>
<td>Boost Actions that grow the size of the group or make it appear that it has grown</td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dismiss</td>
<td>Discussion about why the topic is not important</td>
<td>Neutralize Actions that limit the effectiveness of opinion leader such as by reducing the number who can or do follow or reply or attend to</td>
</tr>
<tr>
<td>Distort</td>
<td>Discussion that alters the main message of the topic</td>
<td>Nuke Actions that lead to a group being dismantled</td>
</tr>
<tr>
<td>Dismay</td>
<td>Discussion about a topic that will bring worry/sadness/anger to group</td>
<td>Narrow Actions that lead to the group becoming sequestered from other groups</td>
</tr>
<tr>
<td>Distract</td>
<td>Discussion about a totally different topic and irrelevant</td>
<td>Neglect Actions that reduce the size of the group or make it appear that the group has grown smaller</td>
</tr>
</tbody>
</table>

(Table by authors)
date, these have been narrowly focused and easily circumvented. An example of third-party efforts is the “Social Science One” initiative, a creative partnership between academic researchers, private industry, and funding from across the political spectrum that facilitates third-party research on social media data while maintaining individual privacy. Efforts like this are still in their infancy.

**Forms of Social-Cyber Maneuver**

As in the physical domain and the traditional cyber domain, the social-cyber domain offers multiple “forms of maneuver.” In this domain, an adversary can manipulate both the information as well as the network. These networks can be social networks (Sarah and Peter are friends), conversation networks (Sarah replies to Peter), or informational networks (Sarah and Peter both share the hashtag #NATO).

**BEND forms of maneuver.** The desired end state for information operations varies. Traditional information operations increase support for the desired narrative and reduce support for the counternarrative. Other operations simply have a desired end state of increased agitation and reduced trust, regardless of the narrative. This agitation serves to drive wedges into a society. Either desired end state are supported by the “BEND” forms of maneuver (as seen in the table, page 123).23

The BEND forms of maneuver describe how an actor can manipulate the marketplace of beliefs, ideas, and information. These forms of maneuver build on the dismiss, distort, dismay, and distract paradigm introduced by Ben Nimmo at the Atlantic Councils Digital Forensic Research Lab.24 The BEND model categorizes forms of maneuver by polarity as well as whether the target is the information or the network.

**Information maneuver.** Information maneuver is the manipulation of information and the flow or relevance of information in cyberspace. Examples of information maneuver include:

- **Misdirection.** Introducing unrelated divisive topics into a thread in order to shift the conversation.
- **Hashtag latching.** Tying content and narratives to unrelated trending topics and hashtags.
- **Smoke screening.** Spreading content (both semantically and geographically) that masks other operations.
- **Thread jacking.** Aggressively disrupting or co-opting a productive online conversation.

**Network maneuver.** Network maneuver is the manipulation of the actual network. In these maneuvers, an adversary maps a social network (once again realizing that an online social network is the projection of social and conversational links in the cyber dimension). Examples of network maneuver include the following:

- **Opinion leader co-opting.** Gaining access and acknowledgment from an online opinion leader and leveraging his or her influence to spread narrative.
- **Community building.** Building a community around a topic, idea, or hobby and then injecting a narrative into this group. This was accomplished in Ukraine by building communities of young men around adult content-sharing accounts, and then injecting anti-Ukrainian and pro-Russian rhetoric into these networks.
- **Community bridging.** Injecting ideas of one group into another. In this case, the adversary will identify two communities, A and B. The adversary would like to inject ideas of group B into group A. This is done by first infiltrating group A, then slowly adding retweets or sharing ideas from group B, bringing the ideas of group B into group A.
- **False generalized other.** Promoting the false notion that a given idea represents the consensus of the masses and therefore should be an accepted idea or belief by all.

**Bots as Force Multipliers**

Within the context of information operations, bots are increasingly used as force multipliers. They leverage machine learning and artificial intelligence to conduct targeted and timely information transactions at scale while leaving critical nuanced dialogue to human operators. In this context, these human actors are often referred to as “trolls,” which simply differentiates human actors sowing discord from computer actors sowing discord (i.e., “bots”).

A bot is defined as a social media account that uses a computer to automate social media tasks. For example, in the Twitter environment, a bot account can automatically tweet, retweet, follow, friend, reply, quote, and like. The bot creator can use creative means to generate content, either “scrapping” (and automatically summarizing) from elsewhere on the web, retweeting existing content, manipulating existing content from other human users, or creating their own content through a combination of
human input and artificial intelligence. Having created content, the bot creator can manipulate tweet timing to appear human (or if appearing human is not critical to the operation, can conduct thousands of actions around the clock). Finally, these bots are often deployed in bot nets (sometimes called bot “armies” or “coordinating” bots) where they friend, follow, and otherwise promote each other to appear popular.

Bots are used for a wide variety of reasons, creating effects that are positive, nuisance, or malicious. Some examples of positive bots include personal assistants and accounts that notify the public of natural disasters. Nuisance bots distribute spam with content ranging from commercial advertising to adult content. Malicious bots are typically involved in propaganda, suppression of dissent, intimidation, and network infiltration/manipulation.25

Although we often attempt to classify an account as bot or human, there is often a spectrum of automated involvement with an account. Many accounts are not strictly automated (all transactions executed by a computer). These accounts have human intervention to contribute nuanced dialogue while a computer executes tasks at scale in the background. When combined with artificial intelligence, these bots conduct sophisticated operations at scale at the speed of algorithms (see figure).

**Figure. Bot Involvement in the Core Twitter Political Conversation Surrounding Recent Election in Sweden**

A new-generation war will be dominated by information and psychological warfare that will seek to achieve superior control of troops and weapons and to depress opponents armed forces personnel and population morally and psychologically. In the ongoing revolution in information technologies, information and psychological warfare will largely lay the groundwork for victory.

—Russian Military Thought, 201326

Arguably, the greatest strategic weakness for any country is internal, not external. Leaders must
understand social cybersecurity in order to defend these internal weaknesses from external manipulation. We as military leaders must understand that one of the information blitzkrieg lines of effort will be to drive a wedge of distrust between us and the society we defend as well as civil leadership that leads us. An untrusted institution will be underfunded, underused, and underperforming.

If one of our primary missions is to “sustain American influence abroad,” then we need to find our role in promoting American values in this international marketplace of beliefs and ideas within a coordinated interagency effort. This influence will range from online interaction to the handshake from a forward-deployed platoon leader.

Military leaders must enact policies that enable freedom of maneuver in the relevant information environments. A recent RAND information operations report concluded that the DOD must change its policy in order to fully enable ethical maneuver within the information domain.27 Most social cybersecurity practitioners (both bot creators and bot defenders) use APIs and open source technology to access and maneuver in this data environment. In other words, APIs are the access point for both offensive and defensive social cyber operations. In the military, policies and authorities to access APIs are severely restricted for some organizations while not well-defined for others. We need agile policies that enable initiative in a dynamic information environment while protecting the privacy of well-intentioned individuals and remaining within the authorities granted to the DOD.

In summary, we must directly educate our force and indirectly educate our society about the decentralized nature of the modern information environment, the risks that exist, and ways and means to individually vet the facts and opinions that we digest and allow to shape our beliefs and attitudes. We must develop a multidisciplinary approach to social cybersecurity. We must build relevant policy that enables social cybersecurity. We must seek to remove any wedge of distrust artificially driven between our military and the society we defend. We must search for the DOD role in an interagency effort to combat the information blitzkrieg we face today. Social cybersecurity is a required discipline for the foreseeable future.
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