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U NMANNED AERIAL VEHICLES (UAVs), also known as drones, are commonplace 
in U.S. military operations. Many predict increased military use of more sophisti-

cated and more autonomous robots.1 Increased use of robots has the potential to transform 
how those directly involved in warfare, as well as the public, perceive and experience war. 
Military robots allow operators and commanders to be miles away from the battle, engag-
ing in conflicts virtually through computer screens and controls. Video cameras and sen-
sors operated by robots provide technologically mediated renderings of what is happening 
on the ground, affecting the actions and attitudes of all involved.

Central to the ethical concerns raised by robotic warfare, especially the use of autonomous 
military robots, are issues of responsibility and accountability. Who will be responsible 
when robots decide for themselves and behave in unpredictable ways or in ways that their 
human partners do not understand? For example, who will be responsible if an autonomously 
operating unmanned aircraft crosses a border without authorization or erroneously identifies 
a friendly aircraft as a target and shoots it down?2 Will a day come when robots themselves 
are considered responsible for their actions?3 
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In principle, humans retain control of—and 
responsibility for—the behavior of autonomous 
machines. However, establishing precisely who is 
responsible for a machine’s behavior is challeng-
ing. Autonomous machines, no matter how they 
are defined, developed, or used, operate as part of 
broad sociotechnical systems involving numerous 
individuals and organizations. 

We advocate the concurrent development of 
new responsibility practices with the development 
of new technologies rather than before or after 
those technologies are developed and adopted 
for use. This is necessary because literature in 
the field of science and technology studies shows 
that the trajectory of a technology’s develop-
ment is unpredictable; how a technology takes 
shape depends on complex negotiations among 
relevant social groups.4 The technologies even-
tually adopted and used are not predetermined 
by nature or any other factor. No one can predict 
with certainty how a developing technology will 
turn out or what new technologies will emerge. 
In the course of development, a new technology 
may change in response to many factors, includ-
ing changes in funding, historical events such as 
wars, changes in the regulatory environment, and 
market indicators. The technologies that succeed 
(i.e., that are adopted and used) are the outcome of 
complex negotiations among many actors, includ-
ing engineers and scientists, users, manufacturers, 
the public, policymakers, politicians, and others. 

Negotiations among the actors involved with a 
new technology are part of the overall discourse 
around that technology from its earliest stages of 
development. The discourse about responsibil-
ity and autonomous military robots is a case in 
point; current discourse provides an opportunity 
to observe issues of responsibility being worked 
out early in the technology’s development. The 
negotiations between researchers, developers, 
engineers, philosophers, policymakers, military 
authorities, lawyers, journalists, and human rights 
activists are taking place in the media and aca-
demic journals, at conferences and trade shows, 
through drafting new policies and regulations, in 
negotiating international treaties, and also through 
designing and developing the technologies. This 
process contrasts starkly with the all-too-common 
idea that issues of responsibility are decided after 

a technology is developed or separately from 
technological design. 

Framing robots as autonomous challenges ordi-
nary notions of responsibility. Autonomy in daily 
life and moral philosophy implies acting on one’s 
own, controlling one’s self, and being responsible 
for one’s actions. On the other hand, being respon-
sible generally means that individuals have some 
kind of influence or control over their actions and 
the outcomes of those actions. The idea of the 
autonomy of robots suggests that humans are not in 
control of the robots. Hence, at first glance, it may 
seem that humans should not be held responsible for 
autonomous robot behavior. However, this narrative 
of future autonomous robots operating on their own, 
without human control, is somewhat misleading, 
and it draws attention away from important choices 
about responsibility—choices made at the level of 
design and implementation. 

Our analysis of the discourse on autonomous 
artificial agents and responsibility shows that 
delegating tasks to autonomous technologies is 
compatible with holding humans responsible for 
the behavior of those technologies. This is so for at 
least two reasons. First, the definition of machine 
autonomy has numerous interpretations, but all 
involve various kinds and degrees of human control. 
Second, humans decide who is responsible for the 
actions of a machine. Their decisions are affected 
by, but not entirely determined by, the nature of 
technology. Responsibility for the behavior of 
autonomous machines is and must continue to 
be determined by ongoing negotiations between 
relevant interest groups during the development of 
new technologies. 

Negotiating Autonomy
Popular accounts of future military robots often 

portray these technologies as entities with capabili-
ties that rival or surpass those of humans. We are 
told that robots of the future will have the ability to 
think, perceive, and even make moral decisions. In 
Discover Magazine, for instance, Mark Anderson 
writes, “As surely as every modern jetliner runs 
primarily on autopilot, tomorrow’s military robots 
will increasingly operate on their own initiative. 
Before the decade is out, some fighting force may 
well succeed in fielding a military robot that can 
kill without a joystick operator behind a curtain 



14 May-June 2014    MILITARY REVIEW

elsewhere in the world.”5 Such narratives raise 
concerns about the lack of human control, and as a 
result, they confound the determination of human 
responsibility. 

However, in robotics and computer science, 
autonomy has many different meanings. It tends 
to be used metaphorically to emphasize certain 
features of a computational system that set it apart 
from other systems. Three conceptions of machine 
autonomy—as high-end automation, as something 
other than automation, or as collaborative auton-
omy—illustrate that humans do not necessarily lose 
control when tasks are delegated to autonomous 
systems. Rather, the delegation of tasks to these 
systems transforms the character of human control. 

Autonomy as high-end automation. In its 
report, “The Role of Autonomy in Department of 
Defense Systems,” the Defense Science Board Task 
Force characterizes autonomy as “a capability (or a 

set of capabilities) that enables a particular action 
of a system to be automatic or, within programmed 
boundaries, ‘self-governing.’”6 Capability, here, 
refers to a particular process (or processes) consist-
ing of one or more tasks, such as navigation or flight 
control. This definition echoes a more traditional 
way of conceptualizing machine autonomy as at 
the high end of a continuous scale of increasing 
automation. In this way of thinking, automation 
involves the mechanization of tasks, where routine 
actions are translated into some formalized and 
discrete steps such that a machine can perform 
them.7 At the high end of the automation scale are 
systems in which the automated machine performs 
most or all of the steps in a process. At the low end 
of the scale are systems in which decision making 
and control of the process are left largely to human 
operators. Autonomy is attributed to those systems 
with higher levels of automation. Such systems 
close the control loop over a process, i.e., most of 
the tasks in the process are automated while human 
operators make few, if any, decisions. 

Machine autonomy, in this way of thinking is 
bounded; it extends only as far as the automated 
process. Therefore, in this kind of machine auton-
omy, humans are in control of what the machine 
does, even if they do not directly intervene or are 
not ‘in the loop,’ because they fully specify the 
process and the routine tasks the machine performs.

Autonomy as something other than automa-
tion. However, some participants in the discourse 
sharply distinguish machine autonomy from auto-
mation. They argue, for example, that autonomous 
systems (of the future) will be different from auto-
mated systems because their behavior will not be 
preprogrammed. Autonomous systems will only 
have to be instructed what to do, not how to do it.8 
Human operators and designers will not have to 
specify in advance all the behavior sequences that 
should follow a particular input. 

In its Unmanned Systems Integrated Roadmap 
FY2011–2036, the Department of Defense (DOD) 
provides an illustration of this second take on 
machine autonomy. It argues that autonomous sys-
tems are “self-directed toward a goal in that they do 
not require outside control, but rather are governed 
by laws and strategies that direct their behavior.”9 

Their behavior in response to certain events is not 
fully specified or preprogrammed. According to this 

Lt. Gen. Jeffrey Talley (then  Brig. Gen.), commander of 926th Engineer 
Brigade, Multi-National Division, watches a demonstration of robotic route-
clearing equipment at 6th Iraqi Army Division headquarters motor pooI, Iraq,  
5 January 2009.
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2011 update of the Roadmap, “an autonomous 
system is able to make a decision based on a set 
of rules and/or limitations. It is able to determine 
what information is important in making a deci-
sion.”10 By contrast, the DOD argues, automatic 
systems are fully preprogrammed. They can “act 
repeatedly and independently of external influ-
ence or control,” but they “follow a predefined 
path,” and their behavior has to be fully specified 
in advance.11 

Machine autonomy, from this perspective, 
refers to robotic systems that would somehow 
be more flexible and unpredictable, compared to 
automated systems, in deciding how to operate—
given predefined goals, rules, or norms. Those 
that make this distinction about autonomy tend to 
point to artificial intelligence technologies—such 
as machine learning or probabilistic reasoning 
methods—as technologies that would enable 
these kinds of robotic systems.12 Robots equipped 
with these kinds of technologies would be able 
to learn from experience and adapt to changing 

circumstances as well as deal with uncertain or 
missing data. Such descriptions of autonomy 
seem to suggest that human operators as well 
as developers would have less control over the 
behavior of the system. The machine would not 
only operate independently of the human operator, 
but also, to a certain extent, independently of its 
human creators. 

Nevertheless, even here, autonomy does not 
mean that machines are free in the decisions they 
make; the conditions for making a decision are 
carefully set by humans. As the DOD’s 2011 con-
ception of autonomy shows, laws and strategies 
provided by humans will still govern the behavior 
of autonomous systems. The envisioned systems 
could vary their behavior as long as they stayed 
within these predefined constraints. Note that this 
would be a remarkable feat, as it would mean 
these robots could interpret laws and strategies, 
applying them appropriately in ever-changing 
sociotechnical contexts. 

Regardless of whether this is possible, devel-

U.S. Army Sgt. Benjamin D. Parker, an explosive ordnance disposal team leader, and Spc. Chase Donnelly, a robotics operator, prepare their robot to inspect 
a suspected improvised explosive device in eastern Afghanistan’s Nangarhar Province.  (U.S. Army, Sgt. Tracy J. Smith)
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opers and designers would delimit the problem 
any robotic system is intended to solve. If the 
envisioned robotic technologies were based on 
artificial intelligence methods now in develop-
ment, then those artificial intelligence methods 
would limit any robotic system’s abilities to act 
independently. Although programmers and devel-
opers would not have to specify all the possible 
situations with which the software has to contend, 
designers would have to generate a model that 
approximates the behavior of particular aspects 

timely and informed human oversight.”13 The text 
implies an expectation that robots will operate in 
support of and in close communication with human 
actors, such that human oversight remains possible. 

The ability of robots to engage in joint activities 
with humans has received more attention in human–
computer interaction research, where researchers 
use terms such as collaborative control, situated 
autonomy, or adaptive autonomy.14 Robin R. Murphy 
and David D. Woods, for example, have argued for 
what they call “situated autonomy,” a notion that 
stresses the responsiveness of robots to humans.15 
They contend that robots should have the capability 
to respond to humans, as appropriate to the humans’ 
roles. That is, a robot’s behavior should be attuned 
to the relationships and social roles of the humans 
with which it interacts. Thus, a robot may request a 
confirmation from a superior when it receives a com-
mand from a human operator that exceeds the opera-
tor’s level of authority, or it may decide to transfer 
control back to an operator when appropriate for the 
situation. The requirement of responsiveness, Murphy 
and Woods argue, captures a new form of autonomy, 
“not as isolated action but the more difficult behavior 
of engaging appropriately with others.”16 This type 
of autonomy places the emphasis on the interaction 
between humans and robots. It implies that robots 
should be designed so that control can be transferred 
smoothly from the human operator to the robot and 
back. 

The Defense Science Board Task Force, cochaired 
by Murphy, uses a similar collaborative conception of 
autonomy. In their document Task Force Report: The 
Role of Autonomy in DOD Systems, the Task Force 
argues that many of the DOD studies of autonomy 
focus too much on machines and not enough on the 
human–machine system. They argue instead for 
the adoption of an “autonomous systems reference 
framework” that focuses on the explicit allocation 
of functions and responsibilities between human and 
computer, recognizing that these allocations may vary 
depending on the context. The framework should 
also make choices explicit about trade-offs inherent 
in technological design, such as optimization versus 
resilience or centralized information systems versus 
distributed systems. Human decisions about the allo-
cation of control are thus an explicit part of the design 
process—a process that places overall control firmly 
in the hands of humans. 

of the world and their uncertainties. Learning and 
probabilistic algorithms would be able to operate 
more flexibly than a preprogrammed deterministic 
algorithm because they would allow for variations 
and could respond to certain unanticipated contingen-
cies. Nevertheless, this flexibility is a function of the 
problem definitions and the world models that the 
developers or programmers of the algorithm have 
formulated. Therefore, even where machine auton-
omy is considered more than high-level automation, 
the autonomy of the machine does not mean there is 
no human control because humans design, choose, 
and plan for the strategies employed by the machine.

Collaborative autonomy. Both conceptions of 
machine autonomy described above (autonomy as 
high-level automation and autonomy as something 
other than automation) focus on what machines can 
do without direct human control. However, machine 
autonomy does not necessarily mean that humans 
will be taken out of the loop. Human operators may 
still be involved in the decision-making processes 
that autonomous robots execute. As explained in an 
earlier edition (published in 2009) of the Roadmap 
(Unmanned Systems Integrated Roadmap FY 2009–
2034): “First and foremost, the level of autonomy 
should continue to progress from today’s fairly high 
level of human control/intervention to a high level 
of autonomous tactical behavior that enables more 

   Humans exert their influ-
ence by defining the condi-
tions for machine behavior.
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Human Influence over Military 
Robots

None of the three approaches to the autonomy of 
robots described above implies that humans are not 
in control of the technology they create and deploy. 
The Defense Science Board Task Force even argues 
that “it should be made clear that all autonomous 
systems are supervised by human operators at some 
level, and autonomous systems’ software embod-
ies the designed limits on the actions and decisions 
delegated to the computer.”17 Instead of no human 
control, robot (or machine) autonomy appears to 
mean that humans have different kinds of control. 
Humans exert their influence by defining the condi-
tions for machine behavior. They choose the math-
ematical and probabilistic models that will guide the 
behavior of the robotic system and determine the 
margins of error on what the robot can and cannot 
do. Designers, developers, managers, and operators 
set constraints on the behavior that robotic systems 
are allowed to exhibit. 

As military robots become more autonomous, 
it would seem that they should only be allowed to 
operate autonomously if they exhibit predictable 
and reliable behavior. For example, an unmanned 

helicopter would be allowed to fly into an unknown 
environment only if the software controlling the 
helicopter would adhere to certain expectations and 
norms. The helicopter should not fly into trees, it 
should execute given instructions, and it should fly 
between waypoints in a limited amount of time. If 
the helicopter would not perform as expected, it 
would be regarded as malfunctioning.

It should not be surprising, then, that the idea 
of more autonomous robotic systems comes with 
an increased emphasis on reliability of and trust in 
technology, along with the need to develop better 
methods for verification and validation. In the 
Report on Technology Horizons: A Vision for Air 
Force Science & Technology 2010 –2030, the U.S. 
Air Force chief scientist argues that although it is 
possible to develop systems with relatively high 
levels of autonomy, the lack of suitable verification 
and validation methods stands in the way of certify-
ing these technologies for use.18 The report claims 
that in the near- to mid-term future, developing 
methods for “certifiable trust in autonomous sys-
tems is the single greatest technical barrier that must 
be overcome to obtain the capability advantages that 
are achievable by increasing use of autonomous 

U.S. Army soldiers operate a pack robot at Forward Operating Base Hawk, Iraq, 18 September 2008. (U.S. Air Force, Staff Sgt. Manuel J. Martinez)
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systems.”19 These observations reflect the need for 
reliability and predictability that one would expect 
from an organization in which command responsi-
bility is a guiding principle. At the same time, they 
show that control of autonomous systems is partly 
in the hands of those who develop verification and 
validation methods or other methods of ensuring 
trust and confidence in these systems. 

The three different conceptions of autonomy 
illustrate that autonomy does not mean that robots 
are or will be out of the control of humans. The 
different approaches to machine autonomy may, 
nevertheless, have effects on how issues of respon-
sibility are understood and managed since they 
shape the activities and attitudes of humans and 
relations between them.20 Robots that can operate 
with more flexibility in unknown environments, 
for instance, may affect the way humans perceive 
and experience what it means to be in control of 
outcomes and thus what it means to be responsible. 
Further automation of decision making brings in 
developers, testers, and others, which may influence 
how responsibility is distributed. 

Nevertheless, although technologies shape how 
participants in the system perceive, experience, 
and behave with autonomous systems, they do 
not determine these things. Nor do they determine 
responsibility. Responsibility for the behavior of 
an autonomous system is a matter that humans 
involved in the development and use of autono-
mous military robots negotiate and will likely 
continue to negotiate.

Responsibility Practices for 
Military Robots

As our discussion of different concepts of autonomy 
hints at, functioning military robots are not simply 
machines; they are not even simply intelligent and 
autonomous machines. They are sociotechnical sys-
tems. That is, the robot machine is a component in 
a system consisting of human actors and artifacts. 
The behaviors of both combine to produce a system 
that achieves (or attempts to achieve) human goals. 
When a robot is used in a military operation—say, an 
unmanned aircraft is sent to eliminate a target—the 
operation consists of human and nonhuman behavior. 
Humans decide if there is sufficient evidence of an 
appropriate target; a few of them decide whether and 
when to deploy a UAV; others sign off on the decision; 

yet others monitor and communicate with the UAV; 
and so on. And, of course, many humans have been 
involved in the design and manufacturing of the UAV 
and its delivery to a particular location. 

Although sociotechnical systems function by del-
egating specific tasks to each component of the system, 
delegation of tasks is not the same as delegation of 
responsibility. Artifacts—such as machines, software, 
and mechanical parts—might be considered respon-
sible for the performance of particular tasks, but this use 
of “responsible” is limited to performance and possibly 
the effects of tasks. Because other senses of responsibil-
ity—such as moral, legal, and professional—require 
conscious deliberation and voluntary actions, they 
apply, conventionally at least, only to human beings 
or groups of human beings. In philosophical and moral 
traditions, ascribing responsibility for a particular out-
come to a person requires that the person acted freely 
and was able to consider the consequences. Machines 
typically lack such capabilities. 

Ascribing responsibility can nevertheless be a chal-
lenge. Conventional moral notions can be difficult 
to apply in practice because individuals rarely have 
full control over outcomes, and they seldom know 
exactly what the consequences of their actions will 
be.21 In sociotechnical systems, it can be difficult to 
figure out what happened and who was responsible for 
which actions or consequences following an untoward 
event.22 Numerous individuals and institutions act with 
and in sociotechnical systems, and human and tech-
nological components affect each other in contingent 
ways. However, although ascribing responsibility 
can be challenging, this is not to say that no one is 
responsible. 

Human responsibility can best be understood as 
constituted through a set of responsibility practices. 
Responsibility practices are the established ways that 
people within a particular environment or community 
understand, assign, and ascribe responsibility based 
on shared values and ideas about fairness and utility. 
These practices involve accepted ways of evaluating 
actions, holding others to account, blaming or prais-
ing, and conveying expectations about obligations 
and duties. They are also about prevailing norms 
and moral principles that guide the behavior of the 
members of a community. 

Responsibility practices are both forward- and 
backward-looking. Forward-looking responsibil-
ity involves specifying which tasks and duties are 
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assigned to which individuals and to which nonhu-
man components. Such practices might be promul-
gated through job descriptions, instruction manuals, 
ethical codes, observation of past practices, training 
before taking on a role, and so on. Backward-looking 
responsibility involves practices of tracing back what 
happened and identifying what went wrong. When 
a failure occurs, humans will seek out the cause of 
the failure, and humans operating in the system will 
be asked to account for their behavior. Backward-
looking responsibility generally relies on, or at least 
presumes something about, forward-looking respon-
sibility. That is, to understand what went wrong or 
what is to blame, we have to understand how tasks 
and responsibilities were assigned. 

The extent to which individuals operating in the 
system are perceived to have responsibility or feel 
themselves in a position of responsibility is not simply 
a matter of tasks being delegated. It also depends on 
how responsibility practices convey expectations 
about the duties and obligations of the humans and 
hold actors accountable for performing or failing to 
perform as expected. Whether someone is considered 
responsible depends, as well, on evolving notions of 
what it means to be in control and able to think about 
the consequences of certain actions. 

In a given system, adoption of a new technology 
may lead to negotiations about changes to existing 
responsibility practices, creation of entirely new prac-
tices, or both. Established practices may not accom-
modate the changes produced from introducing the 
new technology, e.g., changes in activities, attitudes, 
and relationships between people. The real-time 
stream of data that current UAVs produce is a good 
example here. The role of pilots has changed insofar 
as they now monitor video images and continuously 
communicate with others who have access to the 
same data and images (e.g., the sensor operator, the 
mission intelligence coordinator, and the data analysts 
miles away in an information fusion center). This has 
transformed the way targeting decisions are made, 
compared to manned operations. Decision making 
has become more shared and less compartmental-
ized. As a result, established ideas about what various 
human actors are supposed to do and what they have 
to account for have had to be adjusted.23

New norms and rules have to be established to 
govern the activities a new technology makes pos-
sible. Duties and obligations have to be reevaluated 

and redefined. Mechanisms for evaluating actions and 
holding others to account have to be adjusted or cre-
ated. This will also be the case for future autonomous 
technologies. Regardless of how machine autonomy 
is interpreted, whether someone is responsible for the 
behavior of the system will not only depend on what 

   Human responsibility 
can best be understood as 
constituted through a set of 
responsibility practices. 

the machine can and cannot do, it will also depend 
on the practices that prevail in the context. 

Shared values and principles may shape the 
establishment of new practices. In the case of UAVs, 
organizational values and national and international 
laws provide a moral framework for and set limits 
on the new activities these technologies enable. Take 
the principle of distinction, a key principle in interna-
tional law that states civilians should be distinguished 
from combatants. This principle is intertwined with 
established responsibility practices within military 
organizations, as they are part of their routines, pro-
tocols, and procedures. 

Yet, these shared values and principles are subject 
to negotiation. Achieving an interpretation of them 
may be challenging because of the introduction of 
new technologies and also because of social, politi-
cal, and economic developments. The current debates 
about the use of drones provide a pertinent example. 
One contentious issue is that, according to anonymous 
government officials, the U.S. government regards all 
military-age males killed in a drone strike as combat-
ants unless proven otherwise.24 Such a controversial 
and broad interpretation of a key principle of the law 
of war affects responsibility practices significantly, at 
least in the sense that soldiers involved in deploying 
drones are held to a certain standard of responsibility 
for harm to noncombatants. 

Responsibility practices are continuously negoti-
ated and renegotiated. This can often be seen when 
something goes wrong with a new technology, and 
investigators trace back the cause of the failure. 
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They may discover that something should have been 
done—and in the future should be done—differently. 
For instance, the precise role of UAV operators was 
not immediately clear when UAVs were first intro-
duced. Various investigative reports following UAV 
mishaps and accidents have made recommendations 
to adjust and enhance training programs, procedures, 
communication protocols, and task assignments. The 
recommendations are targeted to delineate clearly 
who is responsible for what and to enhance the con-
ditions under which individuals make decisions.25 
Such reports reveal evolving notions of the kind of 
skills and knowledge that operators need as well as 
changing norms that govern their behavior. 

Negotiations about responsibility practices also 
may involve adjustments to the technology. In its 
report on autonomy in DOD systems, the Defense 
Science Board, for example, stressed the need for 
a more careful consideration of human factors.26 

Neglect of human–robot interaction in the early UAV 
development programs resulted in a relatively high 

number of mishaps. Operators made mistakes due to 
confusing interfaces and information overload. The 
Defense Science Board’s report calls for changes to 
the existing interfaces. 

Therefore, responsibility is best conceived of as a 
set of practices built on the foundation of a distribu-
tion of tasks. Responsibility practices are reinforced 
by activities that promulgate expectations about what 
individuals are supposed to do and what happens 
when failures occur. Among other things, organiza-
tions create expectations through policies and through 
their organizational culture. Responsibility practices 
develop expectations of how human and nonhuman 
components will behave (i.e., who is responsible for 
doing what) and specify what should or will happen 
when there is a failure to live up to expectations. 
These expectations and ideas about responsibility 
influence the design and eventual use of technologies. 
Increasingly autonomous technologies may necessi-
tate changes to existing responsibility practices and 
creation of some entirely new practices in the future. 

U.S. airmen with the 62nd Expeditionary Reconnaissance Squadron speak to Afghan men and children about an MQ-9 Reaper unmanned 
aerial vehicle during the 2012 Kandahar Air Wing open house in Kandahar, Afghanistan, 1 January 2012. (U.S. Air Force, Staff Sgt. David Carbajal)



21MILITARY REVIEW    May-June 2014

ROBOTIC WARFARE

Conclusion
The use of autonomous artificial agents raises sig-

nificant issues of responsibility and accountability, 
and this is especially so when the artificial agents 
are part of military operations. Whether and in what 
ways humans are responsible for the behavior of 
artificial agents is not just a matter of delegating 
tasks to machines. Negotiations about responsibility 
for the behavior of these agents are ongoing with the 
development of the technologies. These negotiations 
involve a variety of actors, including the scientists and 
engineers designing the technologies and users such 
as the military or the public. Although it is difficult to 
predict where current negotiations will end up (and 
that is not our goal), our analysis shows that differ-
ent notions of autonomy are being used, and each 
has distinctive implications for how we think about 
responsibility. At the same time, issues of responsibil-
ity are not determined by the design of the artificial 

agent. Decisions about responsibility, i.e., who is 
responsible for what behavior, are also made in the 
development and evolution of social practices that 
constitute the operation of artificial agents. 

None of this is to say we should stop being con-
cerned about the tasks assigned to the nonhuman 
components of military robotic systems. On the 
contrary, concerns about responsibility should be an 
important part of the negotiations. They should shape 
the delegation of tasks to the human and nonhuman 
components of these systems. The danger in con-
centrating on the technological side of autonomous 
robots is that the development of responsibility 
practices will be neglected. Instead of focusing on 
whether robots or humans can be held responsible 
for robots’ behavior, we should focus on the best 
allocation of tasks and control among human and 
nonhuman components and how best to develop 
responsibility practices. MR
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