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Artificial 
Intelligence as a 
Combat Multiplier
Using AI to Unburden Army Staffs
Maj. Michael Zequeira , U.S. Army

An MQ-1 Predator sits on the flight line 8 December 2016 at Creech Air Force Base, Nevada. The unmanned aircraft was originally desig-
nated the RQ-1 Predator in the late 1990s; it provided only reconnaissance capabilities. In the early 2000s, it was equipped with two AGM-
114 Hellfire missiles and redesignated as the multirole asset MQ-1. (Photo by Sr. Airman Christian Clausen, U.S. Air Force)
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W ith the advancements in artificial intel-
ligence (AI) prevalent in news stories 
across the world, military practitioners, 

academics, and policymakers alike wonder what role 
these technological advancements will play in warfare. 
What many of these people fail to realize is that the 
U.S. military has been using forms of AI for decades. 
While truly reliable autonomous weapons are still far 
from deployment ready, there is a role within offensive 
and defensive operations where AI can play a role as 
critical combat multiplier: unburdening planning staffs 
to provide more focused efforts on the uniquely human 
aspects of operational planning.

AI Is Already in Use in the U.S. Army
AI has become a catch-all phrase for any machine 

behavior replicating human tasks, but one must be 
more specific to truly assess implications of AI on the 
battlefield or in society. Two subtypes of AI include 
machine learning and deep learning. Machine learning 
is where a computer learns and improves by process-
ing data without being told to do so and uses statistics 
to conduct probability analysis, in some cases making 
predictions.1 Deep learning is a subfield of machine 
learning that allows for processing large amounts of 
data to find relationships and patterns humans may 
not be able to detect.2 While deep learning is harder to 
scale due to its complexity, machine learning is already 
commonplace in Army systems. One of these systems 
includes the Phased Array Tracking Radar to Intercept 
on Target (PATRIOT), which uses a complex network 
of computers and algorithms to track incoming objects, 
classify them as threat or friendly, and launch surface-
to-air missiles.3 The Army is also currently investing 
in other AI tools like Project Maven, “a tool that could 
process drone footage quickly and in a useful way.”4

Other less well-known systems, such as the Tactical 
Intelligence Targeting Access Node are currently 
under development for deployment with AI and ma-
chine-learning capabilities.5 In addition to new systems, 
others currently fielded by the Army employ basic ma-
chine learning such as the Intelligence Fusion Server, 
which performs functions like correlation, association, 
and normalization automatically when programmed 
correctly by operators. Machine learning use is not new 
to the Army.

However, concerns about more advanced AI are 
growing, particularly its ability to apply basic warfare 
concepts such as proportionality and discrimination. 
Previous catastrophes with defensive AI-enabled 
systems, such as PATRIOT batteries firing on friendly 
aerial assets during the Gulf War, give pause to the con-
sideration of new smart, lethal technology to bolster de-
fenses.6 Similarly, Israel’s use of AI systems on the offense 
during the current war in Gaza highlights serious ethical 
concerns. Two AI systems in use by Israel, “Lavender” 
and “Daddy,” may be contributing to higher rates of 
civilian casualties than observers are comfortable with.7 
Both examples show that lethal AI is still not ready for 
full deployment within the Army. However, there are 
ways the Army can leverage technological advancements 
to increase its operational effectiveness during offensive 
and defensive operations. The Army can do this without 
risking unnecessary civilian casualties or fratricide.

Unburdening 
Intelligence 
Staffs with AI

Most Army opera-
tional planning begins 
with the vaunted military 
decision-making process 
(MDMP). Embedded 
within that process is 
step two, mission analysis, 
and one of its substeps, 
intelligence preparation 
of the battlefield (IPB, 
now known as intelli-
gence preparation of the 
environment, or IPOE).8 
While these processes are 
revered for their ability to 
plan effective operations, 
a common theme among 
combined training center 
rotations is the constant 
fight for time to complete 
these processes and their 
associated products.9 
These processes are typi-
cally conducted for both 
offensive and defensive 
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operations and are an opportunity to leverage AI to 
provide a technological boost to military planners.

Mission analysis consists heavily of IPOE. IPOE has 
two additional substeps that are crucial to its final sub-
step in determining threat courses of action: describing 
the environmental effects on operations and evaluating 
the threat.10 In today’s digital age, both of these sub-
steps are heavily reliant on data that exists across myr-
iad government and commercial sites. With respect to 
environmental effects on the battlefield, commanders 
and intelligence professionals alike will usually associ-
ate this with two products: the weather effects matrix 
and modified combined obstacle overlay (MCOO).

The data already exists across commercial and 
government sites to build large language models 
and feed generative AI for both weather and terrain 
analysis. Once these models are built and deployed on 
government systems, intelligence staffs could quick-
ly generate weather predictions and effects matrices 
based on time of year and location, including its effects 
on forces and equipment as opposed to manually 
updating a PowerPoint slide. Additionally, intelligence 
analysts could perform a similar task by prompting an 
AI model to generate an MCOO in a matter of sec-
onds, quickly identifying possible routes for an attack 
during an offensive operation or an enemy’s likely 
avenue of approach during a defense. The Netherlands 
Organization for Applied Scientific Research showed 
how AI could create tactical spatial objects of different 
tiers, including everything from foundational terrain 
data to supporting specific courses of actions complete 
with graphic control measures on products.11 This tech-
nology is already in use by some units with AI models 
analyzing satellite imagery to identify terrain features 
and suggest targets.12 The key is scaling this technology 
to make it available to staffs across the Army.

When analyzing the threat, the intelligence staff 
must coalesce data from multiple sources on threat 
orders of battle, weapons systems capabilities, and 
countless other data points that provide objective data 
to the commander. This data exists across multiple 
platforms, including but not limited to the Intelligence 
Knowledge Network, the Operation Environment 
Data Integration Network, and additional sources. This 
data could be fed into a Department of Defense large 
language model hosted on the secure internet protocol 
router (SIPR) network. Intelligence staffs could then 

quickly query all the data they need on enemy units 
and equipment in one fell swoop as opposed to individ-
ually researching specific pieces of equipment associat-
ed with an enemy unit.

While it may be tempting to suggest that this 
technology is not needed because these are relatively 
simple tasks, what leaders cannot ignore is the time it 
would buy back for the intelligence staff. Any time not 
spent coalescing data into products that an AI mod-
el could quickly query and generate is time that staff 
could spend developing more complete enemy courses 
of action with more branches and sequels. Additionally, 
quickly turning products like a MCOO or terrain 
effects matrix would give more time to other warfight-
ing functions during MDMP. Identifying likely avenues 
of approach earlier in preparation for a defense would 
allow more time for protection and maneuver units 
to conduct more thorough engagement area develop-
ment. In the offense, it could allow units to request 
and receive necessary support earlier, such as more 
mine-clearing capabilities, to best support their attack.

Buying Time for the Rest of the Staff
AI’s ability to decrease the burden of the MDMP 

is not isolated to the intelligence staff. Every other 
section in the Army staff has products associated 
with MDMP that are time-consuming to produce.13 
These staff sections are also responsible for tracking 
large amounts of data, such as logistics status reports, 
operational readiness rates, personnel status, and 
other administrative reports. These reports are critical 
throughout MDMP, as the information they provide 
informs the commander of his or her available com-
bat power. These reports are crucial to step three of 
MDMP, course of action development.14

Large language models, a subset of AI particularly 
adept at producing text-based products, could assist in 
developing products and reports to enable the com-
mander’s decision-making.15 While this is important 
work because it drives commander decision-mak-
ing, collecting and displaying this data manually is a 
time-consuming process that can be mundane. Peter 
Thiel, a founder and chairman of Palantir, argues that 
this is exactly the kind of task where AI could excel in 
enabling the Army.16

Like the advantages of using AI to support the 
intelligence section, the advantage here is the time 
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gained by the staff for planning that is uniquely human. 
Herwin W. Meerveld et al. describe implicit knowl-
edge, cognitive flexibility, and creativity as all uniquely 
human strengths.17 Leveraging AI in processes that 
do not require these skillsets allows military planners 
to apply these human traits to parts of MDMP that 
do require those skillsets, like course of action devel-
opment.18 In addition to having more time to develop 
more complete courses of action that leverage a staffs’ 
collective experience, the staffs will also be able to give 
more time to subordinate units by expediting arrival at 
the final step of MDMP, orders production.19 Getting 
an order in the hands of subordinate units quicker will 
lead to more time for preparations and rehearsals, and 
the freedom to change the plan more rapidly as friendly 
or enemy conditions change. More time for rehears-
als allows for a better preparation for actions on the 
objective in an attack, better engagement area develop-
ment in the defense, and more opportunities to identify 
friction in any plan.

The Benefits and Risks
The benefit of using AI to supplement these pro-

cesses is time given back to the unit, which can then 
be applied to myriad tasks that need to be completed 
in preparation for offensive and defensive operations. 
Additionally, the cost of training a large language 
model for deployment on tactical networks is relatively 
inexpensive, especially when compared to other DOD 
programs. OpenAI’s GPT-3 costs around $4 million to 
train, plus the cost of the graphic processing units need-
ed to run the large language model training.20 Compare 
this to the $34 million cost of the Army Intelligence 
Data Platform, and one recognizes the large benefits 
that the Army can give planning staffs for a relatively 
small sum.21

There are risks associated with deploying AI across 
Army staffs to enable faster MDMP. The first risk is as 
the models proliferate across staffs, planners can begin 
to trust the models too much, becoming over reliant on 
them. During a 2011 experiment, subjects continuously 
followed a robot to a fire exit during a simulated evacu-
ation, despite exit signs being clearly marked in the oppo-
site direction of where the robot led them.22 This risk is 
what staff officers and noncommissioned officers must 
guard against. Like reports from human subordinates, 
staffs must trust but verify the data they receive. This 

can be practiced during the many repetitions of training 
that occur prior to a scheduled deployment or during 
a combined training center or Warfighter exercise that 
is the culminating event for a staff. Having multiple 
iterations where the staff builds confidence in their AI 
assistants will give them the confidence needed during 
critical moments and the knowledge of what data to 
verify to ensure the models are performing as required.

The second risk is an atrophying of skills needed to 
effectively conduct MDMP. Given the large amounts 
of power required to run large language models and 
the expeditionary conditions where the Army some-
times deploys, there is a risk of not having the necessary 
physical architecture to run a large language model as 
well as other command node systems. This risk must be 
mitigated with training leading up to the culminating 
event. Like training on primary, alternate, contingen-
cy, and emergency communications plans, staffs must 
be able to complete MDMP with and without their 
technological assistants. However, AI models could 
still assist staffs in sanctuary to enable faster turns on 
orders for their downtrace units. As hardware technol-
ogy advances, these AI assistants can be deployed to 
lower-level echelons once edge node computing reaches 
the maturity to reliably operate in a denied, degraded, 
interdicted, or limited environment. The longer the 
Army waits to adopt AI assistants at higher echelons, 
the longer it will take for requirements to be developed 
to eventually see these capabilities matriculate down to 
the tactical edge.

Conclusion
Both offensive and defensive operations rely on 

Army planning processes to posture units for success. 
Historically, these processes produce good results, but 
staffs often fight for more time to execute them to 
their fullest and generate the associated products for 
each step.23 Developing AI that can quickly generate 
many of the associated products would unburden 
staffs and allow for more focused preparation on the 
conduct of operations.

Large AI assistants could ingest much more data than 
an individual and could raise issues a human staff missed. 
Leaders at echelon can use training to guard against 
the risk of false security and skill atrophy throughout 
the training cycle before a deployment. Additionally, 
deploying AI systems in a planning capacity would 
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benefit units in the offense and defense, without risking 
unnecessary loss of life. The Army has the data and the 
ability to begin developing these staff assistant models to 

benefit the force. The earlier it does so, the earlier it will 
see defense-oriented AI mature and begin to lower the 
risk of applying it for more kinetic purposes.   
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